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An Analysis of Critical Heat Flux 

in Flow Reversal Transients 
A large inlet break Loss of Coolant Accident in a Pressurized Water Reactor (PWR) 

would cause the flow through the core to reverse within milliseconds. Currently approved 
methods of analysis conservatively assume that vapor blanketing of core heat transfer 
surfaces occurs upon this first reduction to zero flow. A coordinated experimental and an­
alytical study has been conducted to determine when and where the vapor blanketing or 
Critical Heat Flux (CHF) conditions actually do develop in constant pressure rapid flow 
reversals. The results indicate that first occurrence of CHF is due not to low coolant veloc­
ities, but to flow stagnation in the channel interior with associated rapid channel voiding. 
Calculations indicate that good cooling should persist over large regions of the core for 
about 1 s longer than is currently assumed. 

1 Introduction 

A large inlet break Loss of Coolant Accident (LOCA) in a Pres­
surized Water Reactor (PWR) would cause the flow through the core 
to reverse within milliseconds. There exists a dearth of information 
in the "boiling crisis" or "Critical Heat Flux" (CHF) literature at very 
low flows, and computations of cladding temperatures approved for 
licensing purposes now conservatively assume that vapor blanketing 
of core heat transfer surfaces occurs upon the first reduction to zero 
flow. The result is that none of the stored thermal energy in the core 
fuel elements is removed after the reactor goes subcritical, and cal­
culated cladding temperatures climb rapidly toward allowable limits 
as the energy is redistributed within the fuel elements. 

An analysis of Critical Heat Flux in high pressure Freon-113 flow 
reversal transients has been performed to predict when and where 
the boiling crisis actually does develop in constant pressure rapid flow 
reversals. The results indicate that CHF is not likely to occur upon 
the first reduction to zero flow in a PWR accident, but that under 
some conditions a flow stagnation point could develop shortly after 
the reversal within the central axial region of the core length. This 
could lead to rapid voiding and fluid expulsion at a rate that would 
completely void the core average coolant channels of liquid coolant 
within 1 or 2 s of the stagnation point inception. Computations indi­
cate that this expulsion and voiding process would be terminated by 

1 Former Research Assistant, M.I.T. 
2 Former Research Assistant, M.I.T. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
October 30,1975. Paper No. 76-HT-TT. 

CHF virtually halting the energy deposition into the coolant as soon 
as moderately high void fractions and intermediate flowing qualities 
are achieved. Still the good cooling probably does persist over large 
regions of the core for about 1 s longer than is currently assumed. 

2 Freon-113 Transients 
In the reactor LOCA, the precipitous drop in system pressure from 

2250 psia (15.5 MPa) is halted within milliseconds of the break by 
flashing in the upper plenum and/or hot leg piping at about 1500 psia 
(10.3 MPa). Further pressure blowdown occurs at a much reduced 
rate. The flow transients that ensue may therefore be approximated 
as constant system pressure transients. Constant system pressure 
transient CHF experiments in 200 psia (1.38 MPa) Freon-113 were 
conducted with the apparatus shown in Fig. 1. Freon-113 at this 
pressure can be used to simulate water experiments at 1500 psia (10.3 
MPa). The heat fluxes and power requirements are then an order of 
magnitude less in the Freon as predicted by well established Freon-
water scaling laws for CHF (2). The test section for these experiments 
was an electrically heated round tube (with tube wall as a resistive 
heater) 8 ft (2.44 m) long and 0.435 in. (1.1 cm) in inside diameter. 
The flow reversal valve had two positions, one for upflow and one 
for downflow. 

Fig. 2 illustrates the kind of flow reversal transients run in the Freon 
loop. From initially steady upflow conditions, two flow reversals were 
imposed in the test section. These reversals were separated in time 
by a specified period of downflow, ra- Test section power input was 
held constant during the transients For purposes of illustration Fig. 
2 shows how the axial coolant enthalpy profile would change following 
each reversal were the coolant to remain subcooled throughout the 
experiment. 
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Fig. 1 Schematic of the flow reversal loop 

If a series of these transients were to be run at successively higher 
power levels, each with the same initial mass flux, exit plenum pres­
sure, and enthalpy, and each with the same period of downflow, T<J, 
one might expect there to result for these experiments a minimum 
CHF power level above which CHF occurred during the transient and 
below which it did not. 

Fig. 3 shows the minimum CHF boundary determined experi­
mentally in the fashion just described for a range of downflow periods, 
Td- The symbols plotted with the curves relate to analyses of specific 
documented transients and will be discussed later in the paper. Two 
curves are shown because two CHF detectors were used: thermal paint 
on the exterior tube wall, and a thermocouple at the top of the tube 
electrically insulated from the exterior wall with a mica chip. The 
thermal paint was selected to indicate occurrence of CHF when the 
outside wall temperature rose 15-20°F (8- l l°C) above its initial 
steady value with nucleate boiling at the inside surface. Similarly 
a 20°F (11°C) rise in temperature above this initial value was the 
criterion for CHF indication with the thermocouple. The paint showed 
that the minimum CHF always occurred at the top of the tube. This 
is consistent with Fig. 2 which showed that the peak coolant enthalpy 
occurs briefly at the top of the tube following the second reversal. The 
thermal paint is considered the more sensitive detector for "fleeting" 
CHF since its thermal time response was not hampered by the mica 
insulation. 

3 T r a n s i e n t C H F Ana lys i s 
The experiments were performed to provide a benchmark against 

which a transient CHF analysis, including flow reversals might be 
compared. The fundamental hypothesis for the analysis was that CHF 
would occur in the transients at the same instantaneous local fluid 
conditions at which CHF has been previously observed in steady flow 
experiments. The basis for this is the notion that there is really no such 
thing as a steady state CHF. What is steady-state in an Eulerian 
coordinate system may be highly transient in a Lagrangian coordinate 
system. Lagrangian transients at the CHF location in steady flow 
experiments are quite rapid involving the suspension of liquid away 
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Fig. 2 Simple single phase double reversal transient 

from the wall in a rush of vapor. The local fluid conditions at which 
CHF occurs are not very sensitive to the kind of reactor transients 
perceived from a Eulerian frame of reference. 

For high enough up flow velocities the local conditions at CHF in 
steady flow experiments in round tubes are well documented in the 
form of correlations: 

(q/A)cHF = f(P,G,D,X) (1) 

The quality is the flowing quality defined as the vapor mass flow rate 
divided by the total mass flow rate through the tube. Quality is a 
useful correlating variable for CHF when CHF is due to excessive 
vapor flow rate in annular flow causing dryout on the heater surface. 

Griffith, Walkush, and Avedisian [3] have proposed, however, that 
at low flows the CHF mechanism is more like pool boiling CHF and 
that the channel cross section averaged void fraction should be a 
better correlating variable than quality. Consider for example a large 
diameter vertical tube filled with stagnant saturated liquid water in 
which a small stream of steam bubbles is drifting upward. The quality 
is 100 percent and the void fraction is near zero. There is sufficient 
liquid at the walls to support considerable heat flux in nucleate 
boiling. As a correlating variable, void fraction is more sensitive 
than quality to the presence or absence of liquid at low flows. 

These ideas were adopted as the basis for predicting CHF levels 
as the flow rate passed from upflow through the low flow range 
(\G\ < 500,000 lbm/hr-ft2 = 678 kg/m2s) to downflow in the Freon-
113 flow reversal transients. Section 3.1 describes the CHF criteria 

1 Numbers in brackets designate References at end of paper. 

. N o m e n c l a t u r e * 

D = inside diameter 
G = mass velocity 
h = enthalpy 
hf = enthalpy of saturated liquid 
hfe = (hg ~ hf) 
hg = enthalpy of saturated vapor 

P = pressure 
PQ = initial exit pressure 
(q/A) = heat flux 
X = quality 
Xo = initial exit quality 
T = time constant 

TC = reciprocal cutoff frequency 
Td = duration of downflow 

Subscripts 

d = downflow 
u = upflow 
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used in conjunction with the instantaneous local fluid conditions 
calculated from computer simulations of the Freon-113 transients 
as described in Section 3.2. 

3.1 Critical Heat Flux Criteria. The CHF criteria developed 
here were specifically for testing the low flow CHF ideas above in our 
constant pressure, constant test section power flow reversal experi­
ments. If these ideas were correct CHF would not occur at low void 
fraction near zero flow during the first flow reversal but later in the 
transient with higher void fractions and vapor flow rates. A first model 
to test this hypothesis need not accurately predict CHF levels at low 
voids and near zero net flow; it need only indicate that CHF levels 
there are not limiting. Of course, accurate predictions of CHF levels 
were required at the higher voids and vapor flow rates. This distinc­
tion permitted the use of the simple homogeneous two-phase flow 
model as discussed in the following. 

A study of published steam-water CHF data in round tubes and 
a search through the published steady flow CHF correlations revealed 
only one correlation with even qualitatively correct behavior in the 
low flow range. Fig. 4 presents the Bowring [4] CHF correlation for 
steady upflow in round tubes scaled to 200 psia (1.38 MPa) Freon-113 
by the method of Ahmad [2] along with the steady flow 200 psia (1.38 
MPa) Freon-113 CHF data of Coeffield [5] and Price [1]. The agree­
ment with data is surprisingly good and must be considered somewhat 
fortuitous since Bowring's correlation tends to overpredict CHF in 
water at low flows. The unique feature of this correlation is that it 
yields a finite and reasonable CHF value even at zero mass flux which 
is consistent with Griffith's low-flow pool boiling CHF hypothesis. 

Fig. 5 shows the relationship between void fraction and CHF at low 
flows in Freon-113 (G £ 500,000 lbm/hr-ft2 = 678 kg/m2s) as deter­
mined by three separate investigations [3, 6, 7] in three different test 
sections. The CHF values are shown normalized to the pool-boiling 
CHF value as correlated by Zuber [8]. A comparison [9] between 
Walkush's curve in Fig. 5 with the Bowring/Ahmad correlation at low 
flows supported the use of the Bowring/Ahmad equations for all up­
flow mass velocities down to the countercurrent flow range (valid for 
G > 50,000 lbm/hr-ft2 = 68 kg/m2s). 

If these criteria are used with a separated-flow model with vapor 
drift the flowing quality is undefined in countercurrent flow, and the 
CHF-void curve should be used directly (-130,000 < G < 50,000 
lbm/hr-ft2 or —176 < G < 68 kg/m2s). As mentioned above the ho­
mogeneous two-phase model was used in this investigation. While the 
homogeneous model can adequately represent the vapor flow rates 
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in cocurrent flow as required in the Bowring correlation (via G and 
X), it is known to be inadequate for predicting void fractions at low 
flows. In accordance with the arguments at the beginning of this 
section an empirical construct was adopted for representing CHF 
levels in the narrow countercurrent flow range of mass flux which was 
traversed very quickly in these experiments. This was simply to enter 
the Bowring/Ahmad correlation directly with | G\ and X from the 
homogeneous model for all countercurrent flow mass velocities 
(-130,000 < G < 50,000 lbm/hr-ft2 or -176 < G < 68 kg/m2s). 

In a rapid flow reversal the quality from the homogeneous model 
remained essentially constant as the countercurrent flow range was 
traversed. The variations in CHF levels over this range of mass flux 
were small (~10-20 percent) in the Bowring correlation with the 
maximum CHF level occurring at G = 0 . This behavior was felt to be 
qualitatively correct since the void fraction would remain essentially 
constant through the countercurrent flow range in such rapid flow 
reversals. Successful predictions of time and location of CHF in our 
experiments are considered to substantiate the low flow CHF hy­
pothesis and to help qualify the models used to predict the higher 
void, higher vapor flow GHF's. Additional work is required to develop 
and qualify models for transients in which CHF can be expected to 
occur in countercurrent flow (such as combined flow stagnation and 
heat flux excursion transients). 

A modification of Worley's procedure [10] was adopted for pre­
dicting CHF in downflow using the Bowring/Ahmad upflow correla­
tion. The hypothesis is that flow direction is important only in the 
low-flow range where void fraction is a useful correlating variable. 
Accordingly from a given set of downflow conditions (P<j, Gd, Dj, Xd) 

T 1 1 

-UPFLOW 
-DOWNFLOW 

-COUNTERFUW 
-COUNTERFLOW 

ff .5 .6 

VOID FRACTION 

1.0 

Fig. 5 CHF versus void fraction for low velocity flows (Freon 113) (reference 

[7]) 
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the CHF may be determined from a corresponding set of upflow 
conditions giving the same void fraction 

(q/A)d™- (q/A)™F=f(Pd,\Gd\,Dd,Xu) 

where Xu is the quality that yields the same void fraction in upflow 
as did Xd ih downflow. The void-quality relations in upflow and in 
downflow were obtained from Worley's report. The Bowring/Ahmad 
correlation was used to predict (q/Mcn¥, and this procedure was used 
for all G < -130,000 lbm/hr-ft2 = -176 kg/m2s. 

3.2 Transient Local Conditions Model. The transient one-
dimensional fluid conservation equations of mass, momentum, and 
energy were programmed to permit a digital simulation of the flow 
transients in the heated test section via the BACTRAC3 computer 
program [9]. Fundamental features of the model include: 

(i) homogeneous equilibrium no-slip two-phase mixture behavior; 
(ii) incompressible liquid subcooled fluid behavior; 
(iii) transient radial conduction heat transfer in the tube wall; 
(iv) plenurn-to-plenum pressure drop forced computation. 

The pressure drop forced computation feature allowed simulation 
of transients using measured plenum pressure histories without 
having to model the loop dynamics outside of the test section and 
plena. 

In our experiments the test section pressure drop was measured 
via a differential-pressure transducer and by a gage-pressure trans­
ducer in each plenum. These signals, along with the enthalpies in each 
plenum provided the forcing function for the digital simulation and 
they were recorded along with two outer wall thermocouple signals 
on FM analog magnetic tape. These signals were subsequently played 
back through an analog/digital converter and stored as sampled data 
files on a memory disk accessible by the computer on which the digital • 
simulation was run. 

The BACTRAC3 program iteratively updates the local fluid con­
ditions in discrete time steps for each of up to 25 axial stations along 
the tube length. At the end of each time step the fluid conditions and 
heat flux .into the coolant for every axial station are compared against 
the CHF local conditions of Section 3.1 to determine if and when CHF 
occurs at any of the stations. When CHF occurs at a station the 
transient wall conduction model changes to a low "beyond-CHF" heat 
transfer coefficient at the inside tube wall'surface, and with subse­
quent time steps the propagation of the effects of this change to 
the outer wall surface is computed. The wall heat transfer model 
has no provision for beyond-CHF "rewet" such that once CHF oc­
curs at a station the beyond-CHF heat transfer coefficient is used 
there until the end of the simulation. 

4 Transient CHF Analytical Results 
A thermocouple near each end of the tube was selected for com­

parison against the analysis. The thermocouples were directly at­
tached to the tube wall to improve their time response, but the signals 
became buried in electrical "noise" such that large first-order low pass 
filters (TC = 1 s) were required in the course of the signal processing 
to retrieve the recorded information. This of course eliminated the 
improvement in time response sought by removing the mica chip in­
sulation from between the thermocouple and the wall. Nevertheless 
the temperature traces were recorded and should be viewed as having 
been processed through a first-order lag with a 1 s time constant. 

4.1 Simulation Example. Fig. 6 depicts a typical plena pressure 
forcing function for a transient (Price's Run No. 4) [1] involving a 
downflow period of a little over one second. Sharp pressure spikes 
followed by "ringing" can be seen at the times of flow reversal valve 
action. The pressure difference across the tube is about 8 psid (55 
kg/m2) in upflow and near zero in downflow. This is all superimposed 
on a rather rapid 40 psia (0.28 MPa) surge in system pressure followed 
by a rapid dip and a return to normal. Results of the simulation in­
dicate that this behavior is due to net vapor generation and expansion 
in the tube followed by a collapse of the voids as they are swept out 
into the upper plenum which is full of subcooled liquid. 

Fig. 7 shows the measured and predicted outside tube wall tem­
perature for this sample run. The solid line curves labeled 1 and 2 are 

o I a a 4 s 
TIME (SECONDS) 

Fig. 6 For this reversal: q/A = 47,250 Btu/hr-tt2; X0 = -0.20; P0 = 213 
psia; 0 = 2.5 X 10° Ibm/hr ft2; 226°F; Tout = 289°F. 

the recorded and filtered thermocouple traces at the bottom and top 
ends of the tube respectively, while the X's represent the predicted 
traces for those locations. If the predicted temperature traces were 
completely accurate the filtered thermocouple curves should appear 
as first order lag ( T = 1 S ) responses to the "X" curves. The calculated 
first-order lag response to the top thermocouple prediction is shown 
as a dotted line on this figure. The times for flow reversal valve action 
are indicated by arrows at the top of the figure. 

Focusing first on the top end of the tube (curve 2) a CHF is pre­
dicted to occur shortly after the second reversal as the voids are swept 
out into the upper plenum. The top thermocouple trace does exhibit 
the expected behavior confirming that a CHF did occur when and 
where it was predicted. 

At the lower tube end the measured and predicted temperature 
traces differ substantially. This may, however, be explained in a 
manner consistent with the model by a "fleeting" CHF wherein the 
wall is rewet shortly after CHF occurs. There was no provision for 
rewet in this model as mentioned in Section 3.2. In the predicted trace 
the initial rise in temperatures during downflow was not due to CHF 
but to the wall at subcooled temperatures being washed by'warmer 
fluid from above. A CHF was predicted to occur in upflow shortly after 
the second reversal. In the simulation, however, the wall at the bottom 
thermocouple location was washed within 0.1 s of the time of CHF by 
fluid from the lower plenum which was ^ 6 0 ° F (33°C) subcooled. 

TIME (SECONDS) 

Fig. 7 Temperature-time traces for the lower (1) and upper (2) thermo­
couples compared to the calculations for BACTRAC 3. There is a time constant 
of about 1 s on the thermocouples so that the measured ramps should be in­
dexed left about 1 s for comparison with the calculations. The dotted curve 
with the upper traces shows exactly how a 1 s first order lag would respond 
to the predicted temperature ramp. The calculations appear quite satisfactory. 
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TIME (SECONDS) 

A 

TIME (SECONDS) 

C 

TIME (SECONDS) TIME (SECONDS) 
D 

Fig. S Details of the BACTRAC3 simulation of this run. The quality increases 
linearly with length until the flow reversal occurs. Before the reversal occurs 
the bottom trace is for the bottom control volume, the next trace for the second 
control volume, and so forth up to the top control volume. It is clear that at 1.5 
s much of the tube is in the positive quality region. At the second reversal the 
quality decreases again, generally to a lower value since there is no provision 
for rewet in the model once CHF has occurred. The CHF ratio drops to 1 
(signaling CHF) at about 1 second and then scoots off the top of the page. It 
never again recovers. The velocity traces follow the quality traces reaching 
a large value as voids are swept into the upper plenum at about 1.6 s. The 
temperature-time traces in the lower right take off at CHF, as can be seen, 
and never recover. 

Clearly a rewet would have occurred and the actual wall temperature 
would have dropped sharply toward the original level. A CHF, 
therefore, may have occurred as predicted, but the duration of the 
beyond-CHF condition would have been too short to permit detection 
by the filtered thermocouple traces. 

Detailed output from the simulations were obtained graphically 
as in Figs. 8 and 9. In each of these plots are displayed the computed 
quantities for 15 axial stations along the tube length through the 
duration of the simulation. In this example carrying the simulation 
for 3 s was sufficient to represent the entire transient of interest. 

Fig. 8(a) and 8(6) are best reviewed together as they portray the 
behavior of velocities and qualities in the tube. The notion of negative 
quality was adopted to represent subcooled enthalpies via the relation, 
h = hf + Xhfg. Fig. 8(6) clearly shows the two flow reversals bounding 
about one second of downflow duration. These velocities were com­
puted via a momentum balance from the input pressure difference 
across the tube length, and they are here normalized to the initial 
velocity level. The qualities exhibit the transition from the upflow to 
the downflow steady profile as in Fig. 2, but notice in Fig. 8(a) and 8(6) 
that as positive qualities are developed the coolant velocities become 
different at the ends of the tube. The efflux of coolant at the bottom 
is accelerated and the inward flux at the top is decelerated, thus 
making room for the vapor being generated in the central portion of 
the tube length. This tendency toward flow stagnation and two-phase 
expansion was found to be an inherent feature of flow reversal tran­
sients in a heated channel as the enthalpy maximum in the central 
region of the tube length first exceeds the enthalpy of saturated liquid 
and begins net vapor generation. 

Fig. 8(c) and 8(d) depict the margin to CHF at each station as well 
as the inside tube wall surface temperature response to CHF when 
the CHF does occur. Margin to CHF is expressed as the Critical Heat 
Flux Ratio (CHFR) which is 

CHFR = (0/A)cHF/(gM)ACTUAL 

where (<J/A)CHF is determined for the existing local instantaneous 
fluid conditions by the CHF criteria of Section 3.1. Of course no CHF 
is predicted to occur as long as CHFR > 1.0. The critical value CHFR 
= 1.0 is dotted in Fig. 8(c) which clearly shows the minimum CHFR 
as a function of time in the transient. When CHF occurred at a par-
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Fig. 9 Details of the CHF ratio, quality, mass velocity and void fraction Just 
before the instant of CHF from the BACTRAC 3 simulation—CHF occurs at 
the center first for this run 

ticular axial station the computer plotter terminated that trace in Fig. 
8(c) with a vertical line. 

Fig. 8(6) and 8(d) show that shortly after the two-phase expansion 
process began the CHF condition first occurred and spread over all 
but the bottom two axial stations in about 1 s. 

Fig. 9 shows the conditions in the tube just prior to the first oc­
currence of CHF. Fig. 9(c) shows that the peak quality in the center 
of the tube has crossed over into the realm of positive qualities, leading 
to an expanding void fraction as depicted in Fig. 9(d). That this void 
is expanding is confirmed by the mass flux into the tube at the top 
being less than the mass flux out at the bottom as shown in Fig. 9(6). 
Fig. 9(a) shows that the minimum CHFR occurs in the central voided 
region, and it also shows an unusually large CHFR at the botton end 
of the tube. This is due to the tube wall being suddenly washed with 
warmer fluid in downflow from above and the resultant very low heat 
fluxes into the coolant from the wall. 

4.2 Summary of Data Comparison. The proof-test selected 
for the model was the ability to predict the minimum CHF boundary 
curves of CHF versus Td for the experiments as was depicted in Fig. 
3. Recall that each point along the minimum CHF boundary curve 
represents a series of tests at successively higher power levels each 
having the same initial exit conditions and the same Td- To permit 
such a comparison Price reran and recorded two such series for TJ = 
1 s and Td = 5 s, respectively. A total of seven fully documented 
transients were involved, and all nominally began with the initial 
steady state conditions of: 

Po = 200 psia (1.38 MPa) 

G = 2.5 X 106 lbm/hr-ft2 (3390 kg/m2s) 

XQ = -0.15 

Since the minimum CHF occurred briefly at the top end of the tube 
as the voids were swept out following the second flow reversal, the 
question was focused on predicted versus experimentally detected 
occurrence of CHF at the top thermocouple location. 

Fig. 3 presents the results of both of the test series on the CHF 
versus Td coordinates. Each of the numbered symbols represents the 
results of a simulation like that reviewed in the previous section. The 
two unnumbered non-CHF points represent simulations using plena 
pressures forcing functions from Runs 1 and 5, respectively, but with 
the reduced heat flux values indicated. A study of Fig. 3 reveals that 
for the Td - 1 s series the analytical model agrees with the more sen­
sitive thermal paint indication of the level of minimum CHF. The 
filtered signals from the directly attached thermocouple agreed with 
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the unfiltered indications from the mica chip insulated thermocouple. 
For the T<J = 5 s series the minimum CHF was predicted to be some­
what lower than any of the experimental indications. This may have 
been due to failure of paint and thermocouples to detect the most 
fleeting CHF's. On balance it is concluded that the model quite ade­
quately represents the level of minimum CHF in the transients. For 
the four documented transients that yielded both measured and 
predicted CHF's the time of CHF at the top thermocouple was pre­
dicted within 0.25 s of the experimental indications. The tube wall 
heat-up transients at the tube bottom obscured the time of CHF in 
the lower wall thermocouple traces. Good agreement was obtained 
at the tube bottom, however, on the level or occurrence of CHF except 
for two very short duration CHF transients—one of which was dis­
cussed here in Fig. 7. 

5 Conclusions 
Flow reversal transients are of particular interest in the Critical 

Heat Flux technology because (1) in passing through zero flow the 
channel experiences conditions that are difficult to represent in 
steady-state experiments, and (2) flow reversals in a heated channel 
lead to an enthalpy maximum in the interior of the channel. This can 
lead to fluid expulsion and rapid channel voiding upon inception of 
net vapor generation. Based on the experiments and analyses dis­
cussed previously, the following conclusions are drawn: 

1 Critical Heat Flux in flow reversal transients can be predicted 
using steady-state CHF correlations. Previous investigators have 
demonstrated success with such an approach for other transients, and 
this study supports extending the validity of this conclusion to tran­
sients involving flow reversals and stagnation. Pressure decay tran­
sients were not studied here, but there is no a priori reason why these 
same correlations should not work for them if accurate predictions 
of transient nonequilibrium local conditions of void fraction and vapor 
flow rate were available. 

2 At low flow and low void fractions the heat flux limited (pool 
boiling CHF) mechanism governs, and the allowable heat flux under 
these conditions is far greater than operating reactor heat flux levels. 
CHF did not occur upon first reduction to zero flow in these experi­
ments nor is it likely to occur under similar flow conditions in a 
Pressurized Water Reactor large inlet-break Loss of Coolant Accident. 

3 Based on the tendency toward fluid expulsion and channel 
voiding in flow reversal transients it is hypothesized here that the 
worst Pressurized Water Reactor LOCA break location from the 

standpoint of time to CHF is one which produces a flow stagnation 
in the core. For such a case in the Freon experiments computations 
indicated that even if CHF were delayed the unchecked energy de­
position into the coolant would cause 100 percent local channel 
voiding in less than 1 s. Comparable computations for 1500 psia (10.3 
MPa) water with typical reactor full power core average heat fluxes 
gave channel voiding times between 1 and 2 s. This provides an esti­
mate for an upper limit in the time delay for CHF during which effi­
cient boiling heat transfer may be presumed to persist over large re­
gions of the core. The calculated voiding time for peak heat flux 
locations was a few tenths of a second. As a basis for interpretation 
a calculation was made [9] for a typical PWR fuel element operating 
at a heat flux of 540,000 Btu/hr-ft2 (1,760,400 W/m2) which indicated 
that a 1 s delay in CHF after reactor scram lowers the peak beyond 
CHF cladding temperature by 200°F (111°C) from that with no CHF 
delay. 
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Local Film Thickness During 

Transient Voiding of a Liquid-

Filled Channel 
Using a recently developed method, measurements were obtained of local film thicknesses 
during transient voiding of a liquid-filled channel. The liquid film remaining on the chan­
nel walls was found to vary in thickness over a range of 0.015-0.15 times channel diameter. 
In a Lagrangian coordinate system, the film thickness at a fixed distance from the head 
of the void was found to increase with increasing void acceleration. In an Eulerian system, 
the film thickness at a fixed location on the channel wall was found to decrease with in­
creasing acceleration, when measured at the same time after passage of the head of the 
void. In all cases, film thickness monotonically decreased with increasing distance from 
the head of the void. Complete film breakage (dryout) was not observed in these experi­
ments. These experimental measurements of local film thicknesses during transient void­
ing conditions are pertinent to thermal analyses for reactor safety studies. 

Introduction 

A subject of major concern for the safety of nuclear reactors is 
coolant expulsion in the reactor core in the event of either flow re­
duction or power excursion. It has been established that coolant ex­
pulsion is caused by accelerating growth of a single vapor or gas bubble 
in the coolant channel. It is also known that a thin liquid film is left 
on the walls of the coolant channel during the expulsion process [1-4].x 

The existence of this residual film is particularly significant for two 
main reasons. First, due to the large vapor-liquid interface of the film, 
additional vapor generation and, hence, the void growth rate is gov­
erned by evaporation from this residual liquid film. Second, evapo­
ration of the film provides a cooling mechanism for the channel walls 
(fuel elements). Hence, the presence of this residual liquid film di­
rectly affects possible excess overheating of fuel elements. The lifetime 
of this residual film, which is a function of its thickness, is therefore 
of paramount importance. 

The physics of steady-state voiding and film deposition is fairly well 
understood [5-10]. However, only limited information is available on 
the more realistic case of transient voiding where phase velocities vary 
with time. Kottowski [11] attempted to measure residual film thick­
nesses using a forced convection loop operating with potassium and 
sodium as the test fluids. Film thicknesses were estimated from 
measured times required to reach dry-out. Transient and local details 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, Houston, Texas, November 30-December 5, 1975, of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised manu­
script received by the Heat Transfer Division March 15, 1976. Paper No. 
75-WA/HT-27. 

could not be obtained from these experiments. Fauske, Grolmes, and 
Ford [12-14], studied vapor growth in freon- and water-filled tubes. 
By photographic observations of the movement of the bubble and of 
the free liquid interface above the liquid slug, they estimated residual 
film thickness by mass balance, assuming no liquid drainage. Again, 
local variations of the film with position along the channel were not 
reported. In a second study, Kottowski [15] did obtain measurements 
of the local film thickness for gas void growth in liquid-metal filled 
pipes. Film thicknesses were reported for different pipe diameters, 
expulsion velocities, and accelerations. 

The objective of this investigation was to obtain direct measure­
ment of film thicknesses during transient voiding. In particular it was 
desired to obtain data on the time varying local film thicknesses for 
various voiding velocities and accelerations. 

Theoretical Considerations 
With the notation shown in Fig. 1, the dynamic voiding process can 

be expressed in terms of the following integral momentum equation 
for the indicated control volume: 

f - (f>LVL)dv + f VfPLVf • nda = XF 
Jn dt J a 

where, if shear is neglected 

2 F =* (p - pBtm)A - PhALg 

(1) 

(2) 

Equation (1) can be solved analytically for the following two special 
cases: 

(a) Plug flow; 5 = 0. For this case, 
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Fig. 1 Schematic of bubble and liquid slug

Fig. 2 Experimental facility

LIQUID
SLUG TUBE

L CONTROL VOLUME, (f

•9

VB

5

The solu,tion is

aVL = (p - Patm) _g (3)

at LpL

(b) Steady state; Taylor bubble; Ii ~ O. The classical potential
flow solution for this case [6] is

i VfPLVf , ndrr = 0,

Palm

Thus, knowledge of both the film thickness 0 and flow velocity VI

M = r VIPL VI' ndrr = i RO
27rrV'jPLdr'" 0J(T r=Ro- t

Experimental Program
The experiments were carried out in a 2.54 em ID X 135 em long

acrylic tube. The facility, as shown in Fig. 2, consisted of an air supply
line, pressure regulator, air plenum, and the test section. Adjustahle
mirrors were positioned to aid in the photographic recording of the
expulsion phenomenon. Fig. 3 shows details of the test section, whic~
was mounted vertically above the air plenum. A quick-acting valve
separated the test section from the air plenum as indicated. The test
section was equipped with four capacitance gages mounted at the
elevations indicated in Fig. 3. These gages utilized a newly developed

within the film is required to solve for the transient voiding dynamics.
. To the authors' knowledge this information is not currently availahle.
The experimental results presented in this study represent a first step
toward the solution of this general problem.(5)

(4)VB =0.464~

o 1 ( 0 )2 (z )-1/2--- - =0.165 -
Ro 2 Ro Ro

Equation (5) gives accurate 0values only for z/Ro< 1.0. For 1.0 :S z/Ro
:S 10.0 the results of equation (5) must be multiplied by 1.5 to get
correct film thicknesses [17).

For the general case of transient voiding with finite film around the
void, the momentum flow out of the control volume associated with
the film is

The equation for the associated film thickness is

_____Nomenclature _

A = pipe cross-sectional area
a = bubble acceleration
Di = test tube diameter
g = gravitational acceleration
L = liquid slug height
M = momentum flow out of liquid slug
n = unit vector along normal to surface
p = air plenum pressure
patm = atmospheric pressure
t>Pi = net initial bubble driving head, = P ­

Patm - [initial liquid head}

Ro = test tube radius
t = time after start of transient
t 1 = time when bubble nose reaches capaci­

tance gage No.1
t* = t - tl
VI = velocity of bubble nose when at station

No.1
VB = bubble velocity
VI = flow velocity within film
VL = liquid slug velocity
XB = distance between bubble nose and

valve seat

X w = water free surface displacement
X 1, X 2, X 3 = distance between bubble nose

and capacitance gages No.1, 2, and .1, re­
spectively

z = axial position below bubble nose
(, = local film thickness
Oavg = average film thickness
PL = liquid density
rr = control volume surface
v = volume
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Fig. 3 Details of test tube and capacitance gage 

technique for measurement of local film thicknesses [16]. Signals from 
the gages were measured by a 1 MHz capacitance bridge and recorded 
on a fast response oscillograph. 

In the experiments, the test section was filled with colored water 
to a height of 63.5 cm above the seat of the quick acting valve, prior 
to each run. The pressure in the air plenum was then adjusted to a 
selected value. This plenum pressure was continuously measured and 
recorded. The voiding transient was then initiated by completely 
opening the quick-acting valve connecting the test tube to the air 
plenum. A 16 mm camera, operated at 64 frames per s, was used to 
record the growth of the air void and the associated liquid expulsion. 
The exit of the test tube was kept at atmospheric pressure in all tests. 

By selection of the air pressure in the plenum (above atmospheric 
pressure) various expulsion velocities and accelerations were obtained. 
Four different expulsion cases, corresponding to plenum gage pres­
sures of 8.5,10.3,13.7, and 20.6 kPa, were investigated. This resulted 

in velocities and accelerations up to 6 m/s and 8g's, respectively. The 
conditions of these four expulsion cases are summarized in Table 1. 

Film thickness measurements were obtained at each of the three 
lower capacitance stations throughout the expulsion history for each 
of the four test cases. A typical oscillograph record of the capacitance 
gage signal is shown in Fig. 4. The signal gives a clear indication of the 
passage of the expanding bubble and permits direct measurement of 
the residual film thickness on the channel wall. 

Results and Discussion 
(a) Voiding Dynamics. As noted previously, four different cases 

with various air plenum pressures were investigated. In each case the 
plenum pressure was set at some value greater than atmospheric 
pressure plus the static head of the initial liquid column. This pressure 
excess, providing the driving head for bubble growth and liquid ex­
pulsion, was Ap; = 2.2, 3.9, 7.4, and 14.2 kPa, for the four cases. It 
should be noted that the net driving head increases from these initial 
values in the course of each expulsion due to decreasing liquid column 
length as liquid is left behind in the form of a residual film on the 
channel wall around the expanding bubble. It is this increase in net 
driving head that causes increased acceleration in the flow as expul­
sion progresses. 

Fig. 5 shows the displacement of bubble interface (bubble head) 
with increasing time for each of the four cases. The displacement 
distance, normalized with respect to the tube radius, was measured 
from the valve seat, as obtained from movie records. Times were 
measured from the instant of initial fluid movement. As expected, the 
results in Fig. 5 show that increasing initial driving head (Ap,) resulted 
in faster interface movement, i.e., faster expulsion. The curves shown 
in Fig. 5 represent polynomial fits to the displacement data. The bars 
indicate the reproducibility as found in several repeated runs. The 
time varying velocities and accelerations for each case were obtained 
from the first and second derivatives of these curves, respectively. Fig. 
6 shows similar data for the displacement of the liquid column free 
surface for each corresponding case. Again, the curves represent 
polynomial fits to the displacement data. 

Figs. 7 and 8 show the variations in bubble interface velocity and 
acceleration with time for each of the four cases. In these two figures 
time was measured from the instant when the bubble interface 
reached the lowest film thickness measuring station. For each case 
this instant of time (£i) is indicated on Fig. 5. The solid curves rep­
resent the experimentally determined velocities and accelerations. 
For comparison the corresponding velocities and accelerations pre­
dicted by the plug flow approximation (equation (3)) are shown by 
the dashed curves. It is obvious that the plug flow approximation is 
inadequate, indicating that film effects are significant. It is seen from 
Fig. 7 that the experimentally determined velocity of the bubble in-

„ 3 0 

:Z0 

o 10 

"7 
FILLED TUBE 

.BUBBLE NOSE AT 
CAPACITANCE GAUGE 

EMPTY TUBE 

_A 

0.2 0.4 0.6 0.8 
TIME(SECONDS) 

Fig. 4 Typical capacitance gage signal during voiding 
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Fig. 5 Displacement of bubble interface versus time 
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Fig. 9 Film thickness measured at station No. 1 versus distance X-, below 
bubble nose 

terface increased with time for all four cases. As noted previously, this 
was caused by the increasing net driving head as expulsion progressed. 
As is seen in Fig. 8, the actual acceleration obtained in each case was 
positive and increased with .increasing time. 

(b) Film Thicknesses. The film thickness results are presented 
subsequently in the Eulerian and Lagrangian frames of reference in 
order to aid interpretation of the complex interaction of velocity and, 
acceleration effects. A misleading impression may be obtained by 
careless examination of just one frame of reference. For example, as 
pointed out later, film thickness appears to increase with increasing 
expulsion rate in the Lagrangian system, whereas in the Eulerian 
system film thickness appears to decrease with increasing expulsion 
rate. 

The film thicknesses measured at the three capacitance gage sta­
tions are shown in Figs. 9-11. Axial locations of the three stations are 
indicated in Fig. 3. The data in these figures represent the Eulerian 
record obtained at a specific probe station as the bubble head passes 
the probe and proceeds downstream away from the station. Thus, for 
each case, the film thickness is plotted as a function of distance below 
the bubble nose, X\, Xi, Xa, corresponding to measurements ob­
tained at the three stations. The precision of the film thickness 
measurements was estimated to be approximately 0.05 mm in the 
range of measurements made, corresponding to 8 percent of the 

minimum film thickness. The results indicated in these figures clearly 
show that the liquid film deposited on the channel wall does not re­
main static, since the local film thickness changes as the expulsion 
progresses. While it is obvious that net flow must have occurred in the 
residual liquid film, these data alone do not indicate whether net flow 
occurs downward due to gravitational drainage or upward due to air 
drag. It should be noted, however, that for all cases the film measured 
at all three probe stations underwent continued thinning as the ex­
pulsion progressed, reaching asymptotic value at X/Ro > 30.0. Since 
these tests were carried out under adiabatic conditions this film 
thinning cannot be attributed to liquid evaporation. 

In Figs. 9-11 experimental results and the corresponding theoretical 
equation from [17] for the steady-state case of Taylor bubbles are also 
plotted for comparison. Comparing the different cases, the local film 
thickness at a given distance below the bubble nose is seen to increase 
consistently with increasing expulsion velocity and acceleration. At 
sufficiently large distances below the head of the bubble, the liquid 
film thickness becomes essentially independent of expulsion velocity 
and acceleration. This behavior was observed at all three probe sta­
tions. 

Fig. 12 presents a composite of the film thickness data collected at 
all three probe stations, for two expulsion cases. In this figure each 
curve represents the film thickness at a fixed distance (z) from the 
head of the bubble and moving with the bubble (Lagrangian system). 
These film thicknesses are plotted as a function of instantaneous 
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Fig. 10 Film thickness measured at station No. 2 versus distance X2 below 
bubble nose 

bubble velocity. Three points should be noted from these results. 
First, the film thickness at a given distance from the bubble nose in­
creased with increasing bubble velocity. This behavior was found for 
all distances z, for both cases. Second, comparing the results of the 
two cases one finds differences in the thickness at the same distance 
z and the same instantaneous velocity. This indicates that local film 
thickness, at least in regions close to the head of the bubble, is de­
pendent on the expulsion history and is not a function of velocity 
alone. Third, comparing film thicknesses at different z/Ro for any 
given bubble velocity, a consistent trend is noted. In all cases film 
thickness h/R0 decreased with increasing Z/RQ. This is consistent with 
the conclusions discussed for Figs. 9-11. 

Fig. 13 also plots the film thicknesses observed in a Lagrangian 
system for the same two cases. Here the local film thicknesses are 
plotted as a function of instantaneous acceleration. Similar obser­
vations are made. For a given distance z, the film thickness increased 
with increasing acceleration for both cases. Again, the film thickness 
was evidently governed by expulsion history and was not dependent 
only on the instantaneous acceleration. Also, S/Ro decreased with 
increasing Z/RQ for any given acceleration. 

The information in these two figures (12 and 13) are of the same 
nature as that presented by Kottowski in [15]. Similar effect of ve­
locity on film thickness was reported. Kottowski, however, reported 

film thickness to decrease with increasing acceleration. This difference 
in behavior is undoubtedly caused by the interacting effects of velocity 
and acceleration. As noted previously, the film thickness is dependent 
on the expulsion history and is not a function of either instantaneous 
velocity or acceleration alone. 

Fig. 14 presents the film thickness in an Bulerian frame of reference 
as observed at a fixed location on the channel (at the lowest probe 
station). This local film thickness is plotted as a function of time for 
the four different expulsion cases. Each curve represents one expul­
sion case and indicates that the thickness continuously decreased as 
time increased. These results strongly indicate that the neglect of 
drainage in the residual film could result in substantial error in film 
thickness estimates, until asymptotic film thickness is attained, as 
discussed subsequently. Comparing the results for the various cases 
it is seen that the local film thickness in this Eulerian frame of refer­
ence, at a given time t*, decreased with increasing expulsion rate. 
While the differences are not overly large, there is certainly significant 
difference between the slowest and fastest voiding cases. Furthermore, 
the curves show a consistent trend with increasing voiding rate. 

The results in Figs. 9-11 and 14 all indicate that 8/R0 approaches 
an asymptotic value at large distances (X/R0 > 30.0) below the head 
of the bubble. This asymptotic value of 8/R0 appears to be 0.05, as 
measured at both stations 1 and 2. The data obtained at station 3 did 
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not extend to sufficiently large Xs/Ro values to indicate this asymp­
totic film thickness. However, extrapolation of the data in Pig. 11 
would seem to confirm this value. Thus, these results imply that 
transient single bubble expulsion results in an asymptotic void frac­
tion of 0.90 for the expulsion.rates encountered in this study. In the 
asymptotic region X/Ro > 30.0, where film thickness remains constant 
with time, the assumption of zero net drainage in the film would be 
valid. For this region, the expression derived by Ford, et al. [12-14] 
for the film thickness should be valid: 

S/R0 = - [1 - VL/VB] 
2 

Fig. 15 shows the measured velocity ratio VL/VB as a function of time, 
for the four expulsion cases. These data indicate an asymptotic value 
of 0.905 for VL/VB in all expulsion cases. The resulting asymptotic 
film thickness (<5/#o) obtained from the equation given then is 0.048. 
This is in good agreement with the value of 0.05 discussed previously 
from direct film thickness measurements. Thus, consistency between 
the independent measurements by photography and by capacitance 
gage is indicated. For comparison, the results of Ford, et al. [12-14] 
indicate a film thickness of 6/RQ = 0.075. No discrimination between 
asymptotic, local, or average thickness was made in [12-14]. 

Fig. 16 illustrates the variation of the average film thickness with 
time for the four expulsion cases. Through mass balance, average film 
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thickness can be determined in terms of bubble and liquid displace­
ments as 

Kvg/Ro '• 
IXB 

2 

• Xw 

XB 

As is seen in the figure, in all four cases the average film thickness 
continuously decreased as expulsion progressed. Also, the rate of 
decrease of the average film thickness increased as the expulsion rate 
increased, i.e., as Apt increased. Similar behavior ol average film 
thickness has been reported by Ford [12]. 

In attempting to relate these results to those reported by other 
investigators no comparable cases were found. Kottowski's [15] results 
were obtained in or close to the capillary flow regime, whereas in this 
study due to larger pipe diameter capillary effects were negligibly 
small. Maneri and Zuber [18] investigated the shape of bubbles rising 
in restricted media. Their experiments dealt with the steady-state 
rise of bubbles whose characteristic dimension was small compared 
with the duct. The present study dealt with accelerating rise of bub­
bles which occupied almost the entire duct cross section. Hence, the 
concept of film thickness is appropriate for this situation and mean­
ingless for the problem considered by Maneri and Zuber. 

Conc lus ions 
The following conclusions can be drawn from this study, for tran­

sient voiding under the conditions tested. 
A For nose and near regions (X/Ro i 30.0): 
1 For all expulsion cases, film thickness at fixed locations on the 

channel wall decreases as expulsion progresses. This implies that 
substantial flow occurs in the liquid film. 

2 At equal distances below the bubble nose on the channel wall 
film thickness increases as the expulsion rate increases. 

3 Film thickness at a fixed location on the channel wall decreases 

Table 1 Experimental voiding cases 

Sym- Plenum 
Case bol pressure 0 APib VS ajgd 

1 
2 
3 
4 

® 

o 
A 

• 

8.5 kPa 
10.3 kPa 
13.7 kPa 
20.6 kPa 

2.2 kPa 
3.9 kPa 
7.4 kPa 

14.2 kPa 

1.33 m/s 
1.875 m/s 
2.425 m/s 
3.45 m/s 

0.675 
0.625 
0.875 
1.60 

Fig. 15 Liquid to bubble velocity ratio versus time 

a Plenum pressure above atmospheric 
*Ap,- = net driving head = (plenum pressure) — (initial liquid head) 
c Velocity of bubble nose when passing station No. 1 
^Acceleration of bubble nose when passing station No. 1 
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as t ime increases . T h e r a t e of change increases as t h e expuls ion r a t e 

increases. 

4 At fixed d i s t ances below t h e b u b b l e nose a n d moving wi th t h e 

bubb le (Lagrang ian sys tem) film th ickness increases as t h e b u b b l e 

velocity a n d accelera t ion increase. 

5 F i lm th ickness is d e p e n d e n t on expuls ion h is tory . 

6 Average film t h ickness decreases as t i m e progresses . T h e r a t e 

of change increases as expuls ion r a t e increases . 

B For a s y m p t o t i c region (X/Ro > 30.0): 

1 Fi lm th ickness approaches a cons tan t a sympto t i c value of <S/flo 

= 0.05. 

2 T h i s a s y m p t o t i c va lue is i n d e p e n d e n t of voiding acce le ra t ion 

a n d velocity. 
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Influence of Pressure on Film 
Boiling Heat Transfer 
Experiments on film boiling of carbon dioxide were performed covering the range of 
pressures from the triple point to the critical point. Measurements were also made at su­
percritical pressures. Three different heating wire sizes were employed with diameters of 
0.0508, 0.1, and 0.4 mm. The boiling curves, plotted in terms of heat flux and tempera­
ture difference, were found to be pressure dependent, with a more marked dependence 
for smaller diameter heating wires. The role of pressure level was exhibited in greater 
detail in a presentation in which the heat transfer coefficient is plotted against pressure 
at fixed values of heat flux. The most rapid variations of the heat transfer coefficient 
with pressure occur in the neighborhoods of the triple and critical points, with relatively 
gradual variations in evidence in the intermediate range of pressures. The curves of heat 
transfer coefficient versus pressure take on minimum values at the triple and critical 
points. Nusselt numbers evaluated from the experimental data agree satisfactorily with 
available predictive equations. Photographs of the vapor separation patterns revealed 
that with increasing pressure, the bubble columns which break away from the vapor film 
successively evolve into vapor columns and vapor sheets. As the critical pressure is ap­
proached, the height of the sheet diminishes. 

Introduct ion 

Although there is an extensive experimental literature dealing 
with film boiling, the influence of the pressure level on the heat 
transfer coefficient has not been established with certainty. The 
apparently conflicting trends that have sometimes been reported 
(for example, [1-3]2) are due, at least in part, to differences in the 
range of pressures investigated, in the working fluid, and in the 
size of the heating wire. Another factor which contributes to the 
complexity of the pressure effect is that the fluid properties re­
spond to pressure variation with different degrees of sensitivity de­
pending on the pressure level. 

The present experiments were undertaken to help clarify the ef­
fect of pressure level on film boiling heat transfer coefficients. The 
experiments were performed for saturation boiling on thin hori­
zontal heated wires, with carbon dioxide as the working fluid. The 

1 Present address: GEA Luftkiihlergesellschaft, Bochum, Germany. 
2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division October 6,1975. Paper No. 76-HT-GG. 

pressure was varied over the entire range that is possible for a boil­
ing liquid, that is, from the triple point to the critical point. Within 
the knowledge of the authors, these are the first experiments 
where the entire triple point—critical point range has been stud­
ied. Three heating wires were employed, with diameters of 0.4, 0.1, 
and 0.0508 mm. The heat flux was also varied as an independent 
parameter. 

In the presentation of results, the influence of the pressure level 
on both the heat flux and the heat transfer coefficient are exam­
ined. In addition, photographs are presented to show how the pat­
tern of vapor departure from the heated wire evolves as the pres­
sure level is systematically varied. Nusselt numbers evaluated 
from the present measurements are compared with correlation 
equations from the literature in order to test the generality of the 
correlations. 

Experimental Apparatus 
The experiments were performed with an apparatus which was 

an adaptation of that employed in [4]. The description of the ap­
paratus will, therefore, be limited to a broad overview, but with a 
more detailed discussion of those aspects which are specific to the 
present research. 

A schematic diagram showing the main components of the test 
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setup is presented in Fig. 1. The experiments were performed in a 
horizontal cylindrical pressure vessel, 165 mm in internal diameter 
and 110 mm long. Within the vessel, liquid carbon dioxide was 
boiled on a heated platinum wire mounted along the horizontal di­
ameter midway between the end faces of the vessel. The pressure 
vessel itself was fully immersed in a circulating, thermostatically 
controlled bath which served to maintain constant temperature 
and, correspondingly, constant pressure during the measurement 
period. The circulating liquids were water and methanol, respec­
tively, for the higher and lower temperature tests. Windows in the 
end faces of the pressure vessel enabled visual observations and 
photography of the vapor separation patterns. 

Three different heating wire sizes were employed during the 
course of the experiments, with diameters of 0.4, 0.1, and 0.0508 
mm, respectively. All wires were 110-mm long. The heating was ac­
complished by passing d-c current from a battery through the wire. 
To avoid end effects, two 0.0508-mm dia voltage taps were spot 
welded to the heating wire, 60 mm apart, thereby enabling mea­
surement of the voltage drop in the central portion of the wire. 
The 60-mm long segment of wire served as the test section. 

The temperature of the test section was determined by measur­
ing its electrical resistance. The purity of the platinum was in the 
range required for precision platinum resistance thermometers. To 
insure the accuracy of the temperature measurement, the electrical 
resistance of the test section was carefully determined at 0°C with 
a Mueller bridge. The resistances of all the wires were measured 
before the data runs and, for verification, the resistance of one of 
the wires was remeasured after the runs, with no change being ob­
served. 

The 0°C resistances were employed in conjunction with the 
well-established relation for the relative change of resistance with 
temperature for pure platinum. Measurements of the test section 
voltage drop and of the current passing through the heating wire 
during a data run enabled the test section resistance to be evalu­
ated, from which the temperature followed directly. The afore­
mentioned voltage and current data, used in conjunction with the 
wire surface area, also gave the test section heat flux. 

Other quantities measured during a data run included the pres­
sure of the carbon dioxide vapor and the temperatures of the liq­
uid and vapor carbon dioxide. For the latter, calibrated copper-
constantan thermocouples were used. They were, respectively, po­
sitioned about 30 mm below the heating wire and 10 mm below the 
top of the pressure vessel. All electrical measurements were made 
with the aid of an electronic data acquisition system which re­
quired about 4 s to read the temperatures and voltage drops. Ten 
successive sets of such measurements, recorded over a total time 
span of about 50 s, were averaged to yield the final data. 

Photographs were taken with a camera which viewed the test 
section through one of the windows while diffuse back lighting.of 
controlled intensity was provided through the other window. A 
shutter speed of 1 ms was employed along with 35-mm black and 
white film (ASA 400). 

Several additional precautions were taken to ensure the quality 

PRESSURE VESSEL 

Fig. 1 Schematic diagram of the experimental apparatus 

of the data. The carbon dioxide used during the experiments had a 
purity of 99.99 percent. Prior to assembly, all parts of the appara­
tus that would subsequently be contacted by the test fluid were 
thoroughly cleaned with acetone. In addition, prior to their cali­
bration, each of the heating wires was annealed at a pressure of one 
Torr to relieve mechanical stresses and to clean the surface. The 
pressure vessel was purged two or three times with CO2 gas before 
it was filled with the test fluid. The battery voltage was carefully 
monitored and, if necessary, regulated in order to maintain steady 
heating conditions for each set of operating parameters. 

It is. interesting to note that during the initial runs, an oil-like 
substance was observed to have been deposited on the heating 
wire. It is believed that this substance had dissolved from the neo-
prene seals (even though neoprene is recommended for CO2 equip­
ment). When the neoprene seals were replaced by Teflon seals, the 
oil-like substance no longer appeared. 

Operational Observations and Experimental 
Procedure 

Each data run, characterized by a saturation pressure p , was ini­
tiated by the establishment of nucleate boiling on the test section. 
Film boiling was then sought by increasing the heat flux. From 
preliminary experiments, it was found that the successful attain­
ment of film boiling on the test section depended on the pressure 
level. The characteristic pressure levels varied slightly among the 
three heating wire diameters, so that nominal pressure values will 
be employed during the forthcoming discussion. 

At pressure levels p > 0.95pc, an increase in heat flux brought 
about film boiling along the entire length of the heating wire. On 
the other hand, for p < 0.7pc, the initial manifestation of transi­
tion resulting from an increase in heat flux was the occurrence of 
film boiling on only part of the wire, while nucleate boiling contin­
ued on the remainder. The film boiling portion of the wire was ob­
served to be glowing red. Further increases in heat flux led to 
burnout. In the intermediate regime, typified by observations at p 

.Nomenclature. 
B Laplace parameter, (a/g(pe — p„))1/2 

cp = specific heat at constant pressure 
D = diameter of heating wire 
Gr = Grashof number, equation (5) 
g = acceleration of gravity 
h — heat transfer coefficient, q/(Tw — T"Sat) 
i = enthalpy 
ifg = latent heat of vaporization 
k = thermal conductivity 
Nu = Nusselt number, hD/k„ 
Pr = Prandtl number 
Pr* = modified Prandtl number, equation 

(6) 

Pr** = modified Prandtl number, equation 
(7) 

p = pressure 
pc = critical pressure 
q = heat transfer per unit time and area 
Ra = Rayleigh number, GrPr„ 
Ra* = modified Rayleigh number, equa­

tion (6) 
Tw = temperature of heating wire 
TV = temperature ratio, TaBt/Tc 

T8at = saturation temperature 
AT = temperature difference, Tw — Tsat 

X,Y = correlation parameters, equation 
(12) 

6' = correlation parameter, equation (10) 
H = viscosity 
p = density 
a = surface tension 

Subscr ipts 

t = saturated liquid properties 
v = vapor properties evaluated at 

(Ta + Taat)/2 
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= 0.8pc, an initial increase in heat flux caused transition to film 
boiling on part of the wire, but a further increase brought about 
film boiling on the entire wire. 

The foregoing behavior can be understood if account is taken of 
the character of the q versus AT boiling curve at various pressure 
levels. At pressures close to p c , both q and AT at the point of de­
parture from nucleate boiling (DNB) are relatively small. As the 
pressure decreases, the DNB values of q and AT increase. 

With this as background, consider a situation where an initial 
nucleate boiling regime is brought to the point of DNB by an in­
crease of heat flux and then, owing to a local random fluctuation, 
film boiling is established on part of the wire. Since electrical resis­
tance increases with temperature, the presence of partial film boil­
ing increases the overall resistance of the wire. If the applied volt­
age is constant, then the current decreases. Consequently, the heat 
flux at the nucleate boiling portion of the wire drops below the 
DNB value. 

If the applied voltage is then increased to restore the heat flux in 
the nucleate boiling region, there will also be an increase of heat 
flux in the film boiling region. At pressure levels substantially 
below pc, the DNB heat flux peak is so high that if the nucleate-
boiling region of the wire is restored to the DNB level, the corre­
sponding increase in the heat flux in the film boiling region of the 
wire causes burnout. On the"other hand, at pressure levels near pc, 
the relatively low DNB peak necessitates that the heat flux be in­
creased only slightly to restore and to overpass DNB conditions, 
and thus to establish film boiling on the entire wire. 

The findings of the preliminary experiments are, therefore, 
physically plausible. Their essential message is that at pressures 
substantially below pc, pure film boiling cannot be attained by 
starting from established nucleate boiling and increasing the heat 
flux at constant pressure. This outcome motivated an exploration 
of experimental procedures which would enable film boiling data 
runs to be made in the lower range of pressures. 

The procedure which proved to be most successful was as fol­
lows. First, film boiling was established on the wire at a pressure 
slightly below the critical, for instance, at p = 0.9pc. Then, the 
pressure was decreased in small steps while the heat flux was 
maintained constant. At each step, sufficient time was allowed for 
equilibrium to be established before data were collected. 

The success of this procedure, as measured by how low a pres­
sure could be attained while maintaining film boiling on the test 
section, depended both on the wire diameter and on the heat flux 
level. In general, lower pressures could be reached for larger diam­
eters and at higher heat fluxes. Thus, for example, for the 0.4-mm 
dia wire (the largest used during these experiments), it was possi­
ble to proceed all the way down to the triple-point pressure at both 
high and intermediate levels of heat flux. 

At lower heat flux levels and/or for the smaller diameter wires, 
the procedure of step-by-step pressure reduction at a fixed heat 
flux ran into a natural limitation; namely, that for each pressure 
level and. wire diameter, there is a minimum heat flux (Leidenfrost 
point) below which film boiling cannot exist. Nucleate boiling ap­
peared near the ends of the wire and, with further reductions in 
pressure, it spread into the test section. As a consequence, the test 
section was no longer a region of pure film boiling. This behavior 
obviated further decreases in pressure at the fixed heat flux and, 
as a consequence, the triple point pressure was not reached at the 
low heat fluxes or for the smallest diameter heating wire. The pres­
sure level at which step-by-step pressure reductions had to be ter­
minated depended on the wire diameter; the smaller the diameter, 
the higher the pressure at termination. 

When the nucleate boiling was observed to have moved into the 
test section, it was found that the spread could be arrested and 
film boiling re-established by increasing the heat flux to a higher 
level. This was possible because the temperature of the film boiling 
portion of the wire was well below the melting temperature (i.e., 
the wire was not glowing red). In this way, it was possible to con­
tinue the data collection but at a higher heat flux. 

Other initiatives were made in an attempt to obtain data in the 
lower pressure range for low and intermediate heat fluxes. In one 
approach, from an established high heat flux—low pressure film 
boiling state reductions in heat flux are made at fixed pressure. 
This procedure met with a certain degree of success for the larger 
heating wires. However, for the smallest heat wire, it was not possi­
ble to obtain film boiling data below p/pc = 0.7. 

The ranges of pressure and heat flux where film boiling data col­
lection was possible will be displayed later in one of the subse­
quent figures (i.e., Fig. 3). 

Data Reduction 
The quantities that are basic to all aspects of the presentation of 

the experimental results are the test section heat flux q and the 
temperature difference (Tw — Taat) between the surface of the test 
section and the saturated liquid environment. The heat flux was 
evaluated from the product of the measured test section current 
and voltage drop, divided by the test section surface area. Three 
corrections for the heat flux were considered: (a) changes in test 
section dimensions owing to thermal expansion, (6) heat loss by 
conduction through the voltage taps, and (c) radiative heat trans­
fer from the test section to the liquid environment. Calculations 
showed that dimension changes and voltage tap conduction (evalu­
ated via one-dimensional fin theory) each affected the heat flux by 
1 percent at the very most and, therefore, no corrections were 
made. 

The net radiative flux qr was found to be as large as 3 percent in 
some cases, and a subtractive radiation correction was applied to 
the input power in order to obtain the boiling heat flux. qr was 
evaluated from 

qr = e<r{Tj - Tsat
4) (1) 

where e is the hemispherical emittance of the platinum wire and a 
is the Stefan-Boltzmann constant. Equation (1) is based on a 
model whereby the liquid environment behaves like a blackbody 
and the vapor film is radiatively nonparticipating owing to its 
small thickness. Values of t were taken from [5] in the form of nor­
mal emittances and converted to hemispherical emittances. The 
emittance information was well represented by a straight line pass­
ing through the points e = 0.071, T = 500 K and e = 0.156, T = 
1000 K. 

The wire temperature was determined from the resistance-tem­
perature relation for pure platinum, which is of the form [6] 

R(T) = Roil + CiT + C2T
2) (2) 

where d = 3.90784 X 10"3 and C2 = -0.578408 X 10~6. The quan­
tity Ro is the resistance (in ohms) at 0°C, and T is in °C. As was 
noted earlier, jf?o was measured for all three heating wires. From 
equation (2), T can easily be expressed as an explicit function of R. 
With an input value of R deduced from the measured test section 
current and voltage drop, T is readily evaluated. 

The temperature obtained in this way is the average for the 
cross section. The difference between the surface temperature and 
the average temperature was calculated via heat conduction theory 
and found to be negligible. Then, with the thus determined Tw and 
with the measured temperature Tsat of the saturated liquid envi­
ronment, the difference AT = {Tw — Tsat) was found. 

The heat transfer coefficient was evaluated from its customary 
defintion 

h = ql(Tw - Tsa t) (3) 

An error analysis for h gave an estimated error of 2-3 percent. For 
the evaluation of the Nusselt number (and for the Rayleigh num­
ber as well), various candidate characteristic lengths have been 
considered in the literature besides the heater wire diameter. 
These have included, for example, the Laplace parameter B (de­
fined in the Nomenclature) and the critical wavelength Ac = 27r8. 
The use of such characteristic lengths has not led to better data 
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correlation than is obtained with the heater wire diameter, so that 
the most recent correlations and syntheses have employed the lat­
ter. To facilitate comparison with the most recent literature, Nus-
selt numbers will be evaluated here via the definition 

Nu = hD/ku (4) 

The vapor conductivity hv and all other vapor properties (identi­
fied by subscript u) correspond to the film temperature Tf = (Tw 

+ T sa t)/2. 
All of the available correlations contain some sort of Grashof or 

Rayleigh number. In their basic form, these quantities are defined 
as 

Gr = pug(Pt - Pu)D
3/fiu

2 Ra = GrPr„ (5) 

in which the subscript t refers to the properties of the saturated 
liquid. Modified Rayleigh numbers and Prandtl numbers have also 
been employed as correlating parameters. In the Pitschmann and 
Grigull correlation [1], which will be examined later, use is made of 
Ra*, where 

Ra* = GrPr* Pr* = (do ~ ie)KTw - Tmt))nJku (6) 

where i denotes the enthalpy per unit mass. Nishikawa and co­
workers [7] employ still another Prandtl number, Pr**, given by 

Pr** = Pr„(l + 3.33 ifelcp0(Tw - Taat)) (7 ) 

Other special dimensionless groups that serve as correlation pa­
rameters will be defined later. 

The thermophysical properties of carbon dioxide that were em­
ployed in the evaluation of the various dimensionless representa­
tions of the data were taken from [8]. 

Results and Discussion 
Heat Transfer Results. The experimental results will first be 

presented in terms of the boiling curve variables, q and AT. These 
data are plotted in Fig. 2, where they group according to wire di­
ameter and, for each wire, are parameterized by the pressure level 
(the critical pressure for carbon dioxide is 73.8 bar). Also shown for 
comparison are experimental results of Abadzic and co-workers 
[2, 4]. 

The results display an increase of q with AT, as is characteristic 
of the stable film boiling regime. A more major issue addressed in 
Fig. 2 is the effect of pressure level. The present data, which cover 
the entire pressure range from the triple point to the neighborhood 
of the critical point, indicate a 30-50 percent variation of q over 
this range, at a given AT. The data of [2, 4], which encompassed a 
smaller range of pressures (from 55.7 bar to near critical), could be 

3000 

HEAT FLUX (W/cm2) 

o 10 
° 20 
• 40 
o 62 
o 80 
V 100 
» I 10 

i^TT^'O 

>4 

A l 0 0 

D = 0.1 mm 

D - 0.4 mm 

I I _ l_ 
0 1.0 0.2 0.4 0.6 0.8 

PRESSURE RATIO P/Pc 

Fig. 3 Variation of the heat transfer coefficient with pressure 

represented by a single film boiling curve applicable to all pres­
sures. Only near the respective minimum heat fluxes for each pres­
sure do the results of [2, 4] display curve tails which separate from 
a common curve for each wire diameter. The present film boiling 
data, as well as those of Gorenflo3 [9], do not display curve tails. 

The aforementioned effect of pressure level can be attributed, at 
least in part, to changes in the thermophysical properties which 
occur as the pressure changes. Furthermore, it is not unreasonable 
to expect that these property changes will have a different impact 
on plane vapor films and on annular vapor films with appreciable 
curvature, owing to differences in the respective temperature pro­
files. The extent of the curvature can be keyed to the magnitude of 
the film thickness—radius ratio. A simple heat conduction model 
suggests that the vapor film surrounding the 0.1-mm dia wire pos­
sesses substantially greater curvature than that surrounding the 
0.4-mm wire. The data of Fig. 2 show that the vapor film surround­
ing the smaller wire is more sensitive to pressure level than that 
surrounding the larger wire. 

Heat transfer coefficients evaluated from the present measure­
ments are plotted in Fig. 3 as a function of the pressure level ex­
pressed as the ratio p/pc- The data cover the abscissa range from 
the triple point to supercritical conditions (plpc > 1). The heat 
flux q is used to parameterize the data. 

The results for the three heating wire diameters separate from 
each other naturally. There is a marked increase in the magnitude 
of the transfer coefficients as the diameter decreases. This trend 
can be attributed, at least in part, to the increasing role of the cur­
vature of the vapor film with decreasing wire diameter. It has been 
well established both in convective heat transfer problems (e.g., 
forced and natural convection flows about cylinders) and in heat 
conduction that surface curvature acts to augment the transfer 
coefficients. 

i Gorenflo boiled four different liquids on an 8-mm dia tube. 
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The figure shows that the sensitivity of the transfer coefficients 
to pressure variations is markedly affected by the diameter of the 
heating wire. For the largest diameter of these experiments, 0.4 
mm, the pressure effect is slight. With decreasing diameter, the in­
fluence of pressure becomes increasingly more important. The 
pressure insensitivity for large diameter heating surfaces has been 
noted earlier in [9, 10], whereas the increased pressure sensitivity 
for thin heating wires was identified in [3,11]. 

It is particularly relevant to note that the pressure influence is 
greatest in the neighborhoods of the critical and triple points. This 
behavior is well illustrated by the results for the 0.1-mm wire, 
where h is seen to be relatively independent of pressure in the in­
termediate range of plpc and falls off rather sharply at both ends. 
Minimum values are attained at the triple and critical points. The 
results for the 0.0508-mm wire display a very high degree of sensi­
tivity to pressure level. 

Further inspection of the figure reveals that h is not indepen­
dent of the magnitude of the heat flux. This dependence is be­
lieved due to the effect of variable fluid properties. The spread of 
the results with heat flux appears to increase as the diameter of 
the heating wire decreases. It appears that at pressures that are 
not too near the critical, higher heat transfer coefficients are asso­
ciated with higher heat fluxes. The deviations from this trend that 
are in evidence at near critical pressures may be related to the var­
ious regimes of film boiling that can exist in that range. As will be 
noted later in connection with the discussion of the vapor separa­
tion patterns, the transitions between the regimes take place at 
different pressure levels, depending on the heat flux. Therefore, at 
a given pressure, the heat transfer coefficients at the various heat 
flux levels may correspond to different film boiling regimes. 

In the supercritical region, the influence of pressure is relatively 
slight compared with that in the adjacent film boiling region. It is 
interesting to observe that the ordering of the curves in the super­
critical region is the same for the 0.1 and 0.0508 mm wires, with 
those for 10 W/cm2 and 40 W/cm2, respectively, falling highest and 
lowest. 

The interrupted curves indicate regions where pure film boiling 
could not be attained on the test section. As was noted earlier, 
these are regions where the applied heat flux is below the mini­
mum value for film boiling. 

It is relevant to employ the present data, which encompass a 
larger pressure range than that of previously available data, to ex­
amine the quality of several recent film boiling correlations. 

Pitschmann and Grigull [1] deduced a relation between the Nus-
selt number and the modified Rayleigh number Ra*, respectively, 
defined by equations (4) and (6), by extending the classical Brom­
ley model. When radiative transfer and thermal accommodation 
effects are neglected, the Pitschmann-Grigull equation takes the 
form 

Nu = 0.9 (Ra*)0 0 8 + 0.8(Ra*)02 + 0.02(Ra*)04 (8) 

Overall, the agreement between the Pitschmann-Grigull predic­
tion and the experimental data is seen to be very good, especially 
when note is taken of the large variations of h with heat flux, pres­
sure, and wire diameter as evidenced by Fig. 3. There is, however, 
an interesting trend that is worthy of note. Namely, that for each 
heating wire, the data at the high end of the Ra* range tend to lie 
above the prediction curve. These high Ra* data correspond to op­
erating conditions near the critical pressure and also at heat fluxes 
that were nearest to the minimum film boiling heat flux, and this 
suggests that the predictions may be less accurate in that region. A 
similar finding was reported in [4] on the basis of experiments in­
volving a single heating wire. 

Clements and Colver [12] carried out an extensive survey of the 
available predictions, empirical correlations, and experimental 
data for film boiling. Guided by the structure of the predictive 
equations and employing experimental data to fix a multiplicative 
constant, they proposed the following Nusselt number representa­
tion [13] 

Nu = O.94(Ra0'Tr~
2)1/4 (9) 

where Nu and Ra are given by equations (4) and (5), and 

0' = ifg/cPo(Tw - Tsat) + 0.5 (10) 

Tr = TSJTC (11) 

The Clements-Colver correlation is compared with the present 
data in Fig. 5. It is seen from the figure that there is a systematic 
deviation between the correlation and the data that is ordered ac­
cording to the diameter of the heating wire. The deviations of the 
data from the correlation that are in evidence in Fig. 5 are actually 
much smaller than those shown in the Clements-Colver paper [13]. 

Nishikawa and co-workers [7] employed a boundary layer inte­
gral-type analysis to deduce a Nusselt number prediction of the 
form 

where 

Equation (8) has been plotted in Fig. -4 along with the data of the 
present experiments. The data for the various heating wires are 
separately identified. 

Y = 0.22 + 0.15X + 0.0058X2 (12) 

Y = logioNu 

X = logi0(GrPr**2/(Pr** + 1.33)) 

in which Pr** is defined by equation (7). A comparison of the 
Nishikawa equation and the present data is made in Fig. 6. The 
overall agreement is generally satisfactory, but there appears to be 
a tendency for the correlation equation to fall above the data at 
higher values of the abscissa variable. 

It appears that both the Pitschmann-Grigull and the Nishikawa 
equations provide satisfactory predictions of the present experi­
mental data. The Clements-Colver equation is less satisfactory be­
cause its correlating parameters give rise to a systematic separa­
tion of the data according to heating wire diameter. 

Boiling Phenomena. Photographic information showing pat­
terns of vapor separation from thin wires during film boiling of 
carbon dioxide is available in [2, 4], Photographic studies were also 
carried out as part of the present investigation in order to system-
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atically examine the effect of pressure level on the vapor separa­
tion pattern. In addition, the effect of changes in heat flux at a 
fixed pressure level was also examined. 

Each of Figs. 7 and 8 contains a succession of photographs in 
which the pressure is varied at a fixed heat flux, respectively for 
the 0.4- and 0.0508-mm heating wires. Among the photographs, 
Figs. 7(a) and 8(a) are special in that they portray the situation 
where steady-state film and nucleate boiling coexist side by side. 
This pattern of vapor separation was encountered when, starting 
with the operating conditions of Figs. 7(b) and 8(b), the pressure 
was reduced. Nucleate boiling, initiated at one or both ends of the 
wire, spread into part of the test section. Inasmuch as the electrical 
resistivities of the film and nucleat boiling portions of the wire are 
different (owing to differences in temperature), so also are the cor­
responding heat fluxes. In view of this, the fixed heat flux level 
specified for Figs. 7 and 8 does not apply to Figs. 7(a) and 8(a). 

The vapor separation pattern portrayed in Figs. 7(b) and 8(b) is 
typical of that for all cases where film boiling exists in the range 
hetween the triple point and piPe = 0.7 - 0.8. Both the diameter 
of the bubbles which break away from the vapor film and the dis-

(0) pIPe ' 0.742 (f) pIPe ' 0 .954 

_ 4:0 "~ o . _ 

(b) piPe ; 0.746 (9) pI Pe ' 0 .9 57 

(e) pIPe ' 0 .923 (h) pIPe ' 0 .9 70 

(d) pIPe - 0 .947 ( i) pIPe ' 1.0 0 

(e) pI Pe - 0 .953 (j) pIPe ' 1.073 

Fig. 7 Patterns of vapor separallon as a funcllon of pressure, O.4-mm dla 
heating wire, q = 10 W/cm2 (the viewing windows were approximately 25 
by 75 mm) 
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(b) pIPe 0 .938 (f) pIPe 0.98 1 

(e) pIPe 0.965 (g) pIPe 1.00 

(d ) PiPe = 0 .978 (h) pIPe = 1.013 

Fig. 8 Patterns of vapor separation as a function of pressure, O.0508-mm 
dla healing wire, q = 10 W/cm2 

tance between bubble columns become larger with decreasing 
pressure and increasing wire diameter. 

Attention may now be focused on Fig. 7 in order to identify 
trends with increasing pressure level. Beginning with Fig. 7(b), it is 
seen that an increase in pressure causes the bubble columns to 
move closer together and to evolve into vapor columns. These col­
umns successively develop into partial and complete vapor sheets4 

(Figs. 7(e), 7(f), and 7(g)). The sheets oscillate in the vertical di­
rection. As the critical pressure is approached, the oscillations be­
come less vigorous, and the vapor sheets diminish in height. The 
flow pattern at the critical point is not distinguishably different 
from that for supercritical natural convection. 

The sequence of events portrayed in Fig. 8 for the thinner heat­
ing wire is similar to that just discussed for Fig. 7. The major dif­
ference is that the transitions in the vapor separation patterns 
occur at pressures nearer the critical. 

From the study of photographs similar to those of Figs. 7 and 8, 
it was found that the transitions take place at lower pressures for 
higher heat flux levels. 

Fig. 9 has been prepared to illustrate the effect of heat flux level, 
with pressure held fixed. From a careful examination of these pho­
tographs, the distance between bubble columns (often termed the 
wavelength A) is seen to increase with increasing heat flux. For in­
stance, for a 5-cm length of the test section, there are, on the aver­
age, 53 and 34 bubble columns, respectively, for heat fluxes of 10 
and 100 W 1m2• The dependence of the wavelength on pressure and 
wire diameter has been discussed in [4]. 

Concluding Remar ks 
The present film boiling experiments appear to be the first 

where pressures covering the entire triple point-critical point 
range have been studied. The q, AT boiling curve is shown to be 
pressure dependent, with a more marked dependence for smaller 
diameter heating wires. The effects of pressure are more clearly 
portrayed when the heat transfer coefficient is plotted against 
pressure at fixed values of heat flux. The pressure influence is 
greatest in the neighborhoods of the triple and critical points, with 

4 A mechanism for the transition from column boiling to sheet boiling has 
recently been proposed by Berghmans [14J. 
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(0) q =10 W/em2

(b) q = 20 w/em2

from the vapor film surrounding the wire successively evolve into
vapor columns and vapor sheets. As the critical pressure is ap­
proached, the sheets diminish in height. The photographs also
documented certain operating conditions where nucleate boiling
encroached into an established film boiling regime subsequent to a
decrease of pressure.
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Fig. 9 Pallerns of vapor separation as a function of heat flux, 0.OS08·mm
dla heating wire, pIpe = 0.891

a lesser influence in the range of intermediate pressures. The sen­
sitivity of the heat transfer coefficient to pressure level is markedly
increased as the diameter of the heating wire decreases. The heat
transfer coefficient is not independent of the heat flux level. For a
given heat flux, minimum values of the transfer coefficient are at-
tained at the triple and critical points. '

Nusselt numbers evaluated from the experimental data were in
satisfactory agreement with the prediction equations of Pitsch­
mann and Grigull and of Nishikawa. Photographs revealed that
with increasing pressure, the bubble columns which break away
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Film Boiling in a Scaling Liquid 
Film boiling experiments were carried out in an aqueous-calcium sulfate solution. The 
experimental results indicate that scale formation on heating surfaces during evapora­
tion of a calcium sulfate solution can be avoided under carefully controlled conditions. 
Experimental heat transfer results for both distilled water and aqueous calcium solu­
tions compare very well with analytical predictions. In addition, for high heat fluxes, 
contact between liquid and heating surface was found to exist during stable film boiling 
in a quiescent, saturated or almost saturated liquid. 

In troduc t ion 

Stable film boiling is commonly described as a mechanism in 
which the heating surface is completely separated from the boiling 
liquid by a continuous vapor film. Consequently, one should ex­
pect that the severe formation of scale on heating surfaces which is 
observed in nucleate boiling of aqueous salt solutions would not 
occur in film boiling, since there is no contact between the scaling 
liquid and the heating surface. Although numerous experimental 
and theoretical investigations of film boiling have been carried out, 
all those studies deal with pure, nonscaling liquids. No experi­
ments or analyses are known which investigate film boiling in a 
scaling liquid. In the following, heat transfer and scale formation 
experiments are described, and experimental results are compared 
with a simplified theory on film boiling heat transfer. These exper­
iments were carried out with distilled water and an aqueous-calci­
um sulfate solution as fluids. An almost completely submerged 
sphere was used as the heater element. 

Heat Transfer Analysis 
A quite successful analysis of film boiling from fully submerged 

spheres was carried out by Hendricks and Baumeister [l] .1 In a re­
cent paper, Marschall and Farrar [2] adopted their approach to an­
alyze film boiling from half-submerged spheres. Comparison with 
experimental data indicated that for the considered case the pre­
dicted Nusselt numbers were equal to or smaller than the experi­
mentally obtained Nusselt numbers, thus the theory seemed to 
provide for conservative estimates of the heat transfer rates. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division October 1,0, 1975. Paper No. 76-HT-MM. 

In the following study, an almost fully submerged sphere will be 
considered as indicated in Fig. 1. The employed model assumes 
that the sphere of radius Ro is separated from the liquid by a vapor 
gap of constant thickness S. The conservation equations for mass, 
momentum, and energy are formulated in terms of the coordinates 
r and 8. The position of the liquid level is measured by 8*. To facil­
itate the analysis, it is assumed that the vapor flow in the gap be­
tween liquid and sphere is laminar and at steady state, and that in­
ertia and body force terms can be neglected. The vapor participa­
tion in radiant energy exchange is assumed to be negligibly small. 
Thus, as shown in reference [1], the convective terms in the energy 
equation can be neglected if the latent heat of vaporization is re­
placed by an enthalpy difference which contains the latent heat. 
The solution of the conservation equations for the vapor flow in 
the gap with the aforementioned assumptions yields the following 
equation for the Nusselt number in the range 0 < 8 < 8*, as dem­
onstrated in references [2, 3] 

h RQ Ro (TV - T,4) 
Nu = -R0 = H 1 twar 

k d k Tw-Ts 
(1) 

The Nusselt number depends on the sphere radius Ro, emissivi­
ty ew of the heating surface, wall temperature Tw, saturation tem­
perature Ts of the liquid, and the gap thickness b. While for a 
given problem Ro, the temperatures Tm and Ts, and the emissivity 
ew are known, the gap thickness remains to be determined as a 
function of the boundary conditions. 

The interface conditions at r = Ro + & are difficult to specify. It 
is obvious from visual observation that the liquid at the interface is 
not at rest. Thus, a complete solution of the problem requires ad­
ditional consideration of the conservation equations in the liquid 
phase which would add drastically to the computational difficulty 
of the problem. Therefore, two limiting cases are being considered. 
In the first case, it is assumed that the vapor at the interface does 
not move in 0-direction. For this condition, in the following denot-
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Fig. 1 Film boiling model 

ed as nonslip condition, the gap thickness 5 is found from 

5 \* /2e«,<7,CZV - T/) , 2k(Tw - Ts)\ & 

(s)-(- Pft*Xl*C4 ROPII*X i*c4 / flo 

2fe(T„, - Ts) 
(2) 

In the second case, it is assumed that the shear stress at the in­
terface is zero. For this condition, in the following called slip con­
ditions, the gap thickness S can be calculated from 

ATJ - Ts
4) . 2k(Tw - T8)\ J_ 

u*Xi*C4 / Ro \RJ ~ l \ p PM*Xl*C4 

4) | 2k(Tw - Ts)\ 

Rapp* 

2k(Tw 

ROPH*\I (1 + 30) 

In equations (2) and (3) the following abbreviations have been 
used: 

C 4 = 

i - cos e* 

pp- llR°' 4>{pe ~ p)g(l - cos I 
2a I 

12 (n cos2 — + sin2 — 
L 2 2 J 

Xi* = [hfg + cp((Ts - Tt) + acp{Tw - Ts)\ 

Ro 

Ro + S 

Ro 

(4) 

(5) 

(6) 

(7) 

The term acp(Tw - Ts) in equation (5) accounts for vapor super­
heat and vapor inertia forces where « is a still undetermined coef­
ficient of the order 0 < a < 1. All physical properties of the vapor 
are evaluated at the reference temperature T/j = (Ts + Tw)/2. 

3-

\7 

- v 
-ntHMH^terv** 

\ \ 
14 13 

Fig. 2 Experimental apparatus 

Data for the emissivity ew of inconel 600 were taken from reference 
[4] and fitted with an algebraic function of temperature. It should 
be noted that the heat transfer coefficient defined by equations (1) 
and (2)-(7) represents heat transferred by conduction, convection, 
and radiation. 

Experimental Apparatus 
A schematic of the film boiling apparatus is presented in Fig. 2. 

Distilled water or saturated calcium sulfate solution at a constant 
flowrate leaves the constant head tank (1), passes through a meter­
ing valve (2) and a flowmeter (3), and enters a glass pipe (4) of 4.5 
cm ID. In the center of the glass pipe, a solidinconel sphere (5) of 
1.905 cm dia is located which is supported by a thin-walled, stain­
less steel tube (6) of 0.318 cm OD. The inconel sphere serves as 
heating element; it is heated by a 2.5 kW induction heater operat­
ing at about 400 kHz. Inconel 600 was chosen because of its good 
corrosion resistance at high temperatures. The liquid level (7) in 
the glass pipe can be read from a graduated glass cylinder (8), and 
can be adjusted at any desired height with help of the overflow (9). 
The vapor produced in the glass pipe is completely condensed in 
the condensers (10); the condensate flow rate is determined with 
help of a graduated cylinder (11). The temperature of the inconel 
sphere is measured with a shielded thermocouple (12) which is in­
serted through the steel pipe, so that the thermocouple junction is 
positioned in the center of the sphere. Since only the surface of the 
sphere is heated by induction, the thermocouple measures the av­
erage surface temperature. Additional thermocouples are used to 
determine the vapor temperature, the temperature of the distilled 
water or the calcium sulfate solution entering the glass pipe, and 
the temperature of the condensate. The usual and well-publicized 
precautions are taken to ensure correct temperature measure­
ments. A saturated solution of calcium sulfate is maintained by 
placing calcium sulfate particles into reservoir (13) with the dis­
tilled water, and continuously circulating the solution with the 
pump (14). The solution temperature can be controlled with the 
help of an immersion heater. Heat losses are prevented with a suf-

-Nomenclature.. 
A = surface area of submerged part of 

sphere Q = 
cp = specific heat of vapor c/rad 
cpi = specific heat of liquid r = 
g = gravitational acceleration Ro 
h = heat transfer coefficient Te 
hfg = latent heat of vaporization Ts

 : 

k = thermal conductivity T„ 
m = mass flow rate Tw 

Nu = Nusselt number pi* • 
P = pressure vr = 
Po = pressure at liquid level ve = 

heat flow 
= radiant heat transfer 

radial coordinate 
= radius of sphere 
= temperature of liquid 
= saturation temperature 
= vapor temperature 
= sphere temperature 
= dimensionless velocity 
radial velocity component 

: theta velocity component 

a = parameter defined by equation (15) 
5 = gap thickness 
tw = emissivity of sphere 
6 = angular coordinate 
Xi* = modified latent heat (equation (5)) 
X2* = modified latent heat (equation (9)) 
v = kinematic viscosity of vapor 
pe = liquid density 
a = surface tension 
nr = Stefan-Boltzmann constant 
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Fig. 3 Scale formation In film boiling 

ficient thermal insulation. 

Experimental Procedure and Data Evaluation 
Data accumulation for the experiments was quite straightfor­

ward. The inconel sphere was heated by the induction heater until 
its surface temperature was sufficiently high to maintain stable 
film boiling. The liquid level was then adjusted to a height such 
that f}* = 150 deg. The value of f}* = 150 deg was chosen on the 
hasis of preliminary experiments which revealed that for larger 
values of f}* liquid would come into contact with the supporting, 
cooler steel tube and deposit large ' amounts of scale. Then, the 
power input to the sphere was chosen such that in steady-state 
conditions the difference between sphere temperature and satura­
tion temperature (T w - Ts) would take on a value between 300 
and 1000oe. Each experiment was carried out over a period of 24 
hr. During the experiment, all temperatures and the condensate 
flow were constantly monitored. At steady-state conditions values 
of temperatures and condensate. flow rate remained constant. 
Steady-state conditions were usually obtained after a period of 1-2 
hr. Temperatures and condensate flow rate at the end of the 24-hr 
period which are identical with temperatures and condensate flow­
rate during the whole period of steady-state conditions provided 
the neces~ary information for the evaluation of the heat fluxes and 
Nusselt numbers. 

The energy flow required to heat and vaporize the subcooled liq­
uid and to produce the superheated vapor is given by 

(8) 

where 

(9) 

and ni is the measured flow rate of the condensate. 
The temperature T t of the subcooled liquid entering the glass 

pipe (4) was maintained at 46°e for all experiments. However, 
since the pool of liquid in the glass pipe is relatively small, the 
temperature of most of the liquid in the glass pipe is close to satu-
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ration temperature. 
The heat flow from the sphere to the fluid can be written as 

Q = Ah(Tw - Ts) (10) 

where A is the area of the sphere submerged in the liquid, given by 

A = '2·,,-Ro2(1- cos f}*) 

The Nusselt number is defined as 

hRo 
Nu=­

k 

(11) 

(12) 

Equations (8)-(12) can be combined in an expression that yields 
the Nusselt number in terms of known and measurable quantities: 

A2*m 
Nu = ------=-----

k27r Ro(1 - cos f}*)(Tw - T s) 
(13) 

The Nusselt number as defined by equation (13) does nof ac­
count for the following phenomena: 

(a) Heat is conducted from the sphere into the supporting 
steel tube and transferred by conduction and convection to the 
vapor. Further, convective heat transfer occurs from the upper un­
submerged part of the sphere to the vapor. 

(b) Vapor and liquid are in contact at the liquid level (7). 
Therefore, heat is transferred from the superheated vapor to the 
liquid by conduction and convection. 

An estimation of both effects revealed that they are small as 
compared to the total heat transfer and of the same order of mag­
nitude, thus, almost canceling each other out. Therefore, errors in­
troduced by omitting these effects in the calculation of the Nusselt 
numbers are negligibly small. 

The evaluation of the coefficient a in equation (9) is obtained by 
noting that . 

hrc + cpl(Ts - T t ) + aCp(Tw - Ts) 

= hrc + cp(Ts - T t ) + cp(Tu - Ts) (14) 
and, therefore, 

(15) a= 
(Tw - Ts) 

To evaluate the effectiveness of film boiling as a scale-free heat­
ing method for aqueous salt solutions, the spheres were removed 
after completion of each 24-hr test, and the surface conditions 
were noted and recorded by photographs. 

Results 
The photographs of Fig. 3 show the surface conditions of five 

spheres after 24-hr periods of film boiling in an aqueous-calcium 
sulfate solution. These results are representative of the effective­
ness of the film boiling technique as a scale preventative measure 
over the complete range of temperature differences investigated. 

After tests at temperature differences (Ts - T w) between 350 
and 600oe, the submerged position of the sphere was always en­
tirely covered with a very fine calcium sulfate powder (Fig. 3, 
upper left-hand corner). The amount of calcium sulfate deposited 
on the heating surfaces decreased with increasing temperature dif­
ferences. As the temperature differences were raised to a range 
above 6000 e but below 800o e, the calcium sulfate coating did not 
cover the entire submerged position of the sphere but was restrict­
ed to the lower pole area (Fig. 3, upper right-hand corner). At tem­
perature differences between 800 and 850o e, sphere surfaces were 
found to be entirely scale free after the 24-hr test period (Fig. 3, 
middle). At temperature differences above this range, small dis­
tinct calcium sulfate spots began to appear on the sphere surfaces 
(Fig. 3, lower left-hand corner). With increasing temperature dif­
ferences, the number of spots f{lund after a test increased, too. 
While most spots were found at the lower pole and the equator of a 
sphere at temperature differences between 950 and 1000o e, calci­
um sulfate deposits could be found at almost any position (Fig. 3, 
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Fig. 4 Scale formation In nucleale bolling

Equation (16) specifies the dependence of a on temperature differ­
ences for the investigated range from (Tw - T s ) = 350°C to (Tw ­

T s ) = 1000°C. Not only are the values of a according to equation
(16) a function of the temperature differences (Tw - Ts ), but they
are also substantially smaller than the constant value of O! = 0.5
suggested in reference [1] for laminar flow around a sphere.

The discrepancy between the theoretical value of a = 0.5 and
.the values given by equation (16) is apprarently a consequence of
the real character of vapor flow about the sphere. Due to the rapid,
irregular movement~of the liquid-vapor interface, the assumption
of laminar vapor flow may be violated. The degree of possible tur­
bulence in the vapor flow depends upon vapor flow rate as well as
the disturbances at the vapor-liquid interface. Furthermore, the

lower right-hand corner).
It is proposed that at lower temperature differences small calci­

um sulfate particles form at or near the vapor-liquid interface, dif­
fuse across the vapor film, and deposit on the heating surface.
However, as the temperature differences are raised, heat fluxes in­
crease and, therefore, more vapor is produced. The higher vapor
flow prevents the small calcium sulfate particles from depositing
on the heating surfaces. From visual observations and from photo­
graphic pictures taken, it is obvious that with increasing tempera­
ture differences the liquid-vapor interface takes on a more and
more turbulent character. Not only do irregular waves appear on
the interface, but droplets are carried with the vapor flow and
ejected into the vapor space above the heating element. At temper­
ature differences above 850°C, droplets apparently cross the vapor
film, contact the sphere surface, and evaporate completely or part­
ly, leaving a calcium sulfate deposit.

Although the film boiling experiments indicate that there exists
only a small range of temperature differences, where scale forma­
tion can be prevented entirely, scale deposits, when they occur, are
very light compared with scale formation experienced in nucleate
boiling. Fig. 4 demonstrates the extent of scale accumulation dur­
ing a 24-hr nucleate boiling test in an aqueous-calcium sulfate so­
lution. The entire sphere was encased by scale deposits; however,
some of the scale was removed for purposes of illustration.

Heat transfer results are represented in Fig. 5; for brevity, only
heat fluxes are presented as function of temperature differences
both for distilled water a~d aqueous-calciu,m sulfate solution, for
spheres submerged to the e* = 150 deg level. All data points are
found to lie within the r~nge which is bounded 'by the predicted
heat fluxes for nonslip conditions (equations (1) and (2» and slip
conditions (equations (1) and (3». The. coefficient a in equation
(5) was found by evaluating equation (15) for each experiment and
fitting the result with help of a standard regression program yield­
ing the following function

a = 0.08677 + 0.00003(Tw - Ts ) (16)

Fig. 5 Comparison between measured and predicted heat flow rates

assumption of steady-state velocity profiles within the vapor gap
cannot possibly hold due to the irregularly oscillating liquid-vapor
interface. For the given system, vapor flow rate as well as interfa­
cial disturbances depend on the temperature differences (Tw ­

Ts ), Consequently, equation (16) provides for more realistic values
for a than the 0.5 predicted for laminar flow. It should be noted
that the interfacial disturbances provide for increased contact area
between liquid and vapor. This effect is also contained in the ex­
perimental value of a. The close agreement of theory and experi­
ments demonstrated in Fig. 5 must be viewed with some caution,
since experimental heat fluxes found for half-submerged spheres
(e* = 90 deg) are generally greater than those predicted for slip
conditions in reference [2]. This statement also holds when the
value of a = 0.5 used in reference [2] is replaced by equation (16).

Conclusion
It has been demonstrated that film boiling provides for a possi­

ble method to maintain scale-free heating surfaces during the
evaporation of salt solutions. However, for a scale-free evaporation
temperature, differences (Tw - T s ) have to be adjusted to a range
in which the vapor velocities are large enough to prevent diffusion
of salt particles from the liquid-vapor interface to the heating sur­
face while the disturbances at the liquid-vapor interface are still
not viDlent enough to cause liquid-sDlid contact.

A further result Df this investigation is the clear indicatiDn of
liquid-solid contact in the stable film boiling regime. It is generally
accepted that when liquid droplets are placed in close. proximity to .
very hot surfaces, a vapDr film is generated between the liquid and
heating surface preventing liquid-solid contact. This phenDmenon
is known as Leidenfrost boiling. A study cDnducted by Bradfield
[5], hDwever, revealed that when drDplets Df high velDcity impinge
upDn a hot surface, liquid-sDlid contact can DCCur. The obvious ex­
tension Df Bradfield's findings, and a result of this investigation, is
that liquid-solid contact exists in regions of stable film boiling due
to droplets which are ejected at the liquid-vapor interface with
such force that they are able to cross the entire vapor gap and con­
tact the heating surface.

Finally, the experimental data indicate that the theoretical
equation (1) combined with the empirical equation (16) provides
fDr reliable prediction Df heat transfer fDr film bDiling for more
than half but nDt fully submerged spheres.
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Evaporation From a Capillary 
Tube 
The heat transfer characteristics of an evaporating ethanol meniscus formed at the exit 
of a glass capillary tube were studied experimentally. The meniscus profile was photo­
graphed and was found to be a function of the evaporation rate and the initial hydro­
static head. The meniscus was found to be stable over a wide range of evaporation rates. 

1 Introduction 

The study of evaporation from a stable meniscus formed at the 
exit of a capillary tube is important to the understanding and de­
sign of change-of-phase heat transfer processes in porous media. 
Some initial studies of evaporation from a meniscus formed in a 
vertical groove have been made [l].2 The closely related process of 
evaporation from a stable meniscus formed on a flat plate has also 
been experimentally studied [2, 3] and analyzed [4]. These experi­
ments demonstrated that the evaporating meniscus was stable and 
that both the length and the average radius of curvature of the 
evaporating meniscus were smaller than those associated with the 
isothermal meniscus. A change in the contact angle was also possi­
ble. An analysis of the steady-state evaporating meniscus, which 
was based on the hypothesis that fluid flow in the meniscus re­
sulted from a change in the meniscus profile, demonstrated that 
the available pressure gradient was sufficient to supply the neces­
sary fluid flow [4]. Therefore, it appears that the removal of liquid 
by evaporation changes the meniscus profile which, in turn, 
changes the pressure distribution within the liquid. The fluid flow 
resulting from the pressure gradient gives a stable process. Power 
law solutions for evaporation from a finned surface in which fluid 
flow results from a curvature gradient have been presented [5]. 
The mechanics of flow in the evaporating meniscus are closely re­
lated to the isothermal rewetting problem [6, 7]. This paper con­
cerns the design and use of experimental equipment to measure 
the heat transfer characteristics of a meniscus formed in a capil-

1 Present address: Naval Underwater Systems Center, New London, 
Conn. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division December 15,1976. Paper No. 76-HT-NN. 

lary. In particular, the profile of an evaporating meniscus formed 
at the exit of a capillary tube was photographed and was found to 
be a function of the evaporation rate and hydrostatic head. The re­
sults of the study support the hypothesis that fluid flow in and to 
an-evaporating meniscus results from a curvature gradient [1-5]. 

2 Analysis 
The following macroscopic analysis of evaporation from a sta­

tionary meniscus formed at the exit of a heated capillary tube will 
be used to analyze the experimental data. The heat flow rate re­
quired to evaporate the liquid flowing in a capillary tube is v 

Qm= VApX (1) 

The average velocity, V, in a capillary tube of fixed length, L, can 
be determined by measuring the pressure drop across its length, 
AP. 

V> 
8/xL 

(AP) (2) 

The pressure difference across the liquid-vapor interface for a uni­
formly spherical meniscus is given by 

„, 2<r cos 8 
(AP)A, = — T ^ = a K 

H 
(3) 

Where K is defined as the total curvature of a spherical meniscus. 
Assuming that fluid flow in the capillary tube to the base of the 
meniscus with evaporation in the meniscus region results from a 
change in the meniscus curvature at the base of the meniscus from 
its nonevaporating value, the pressure drop for fluid flow is given 
by 

AP = (cK)E - (<TK)NE (4) 

A change in the meniscus profile can occur because the interline 
can move around the corner at the exit of the tube. The microscop-
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ic processes in the liquid-solid vapor interline region that allow 
this to occur are not the subject of this macroscopic analysis that 
applies to the base of the meniscus. Combining equations (1), (2), 
and (4) gives 

QM 
PA\R2 

{(aK)E - (vK)NE\ (5) 

Therefore, the heat flow rate for evaporation can be determined by 
measuring the change in the meniscus curvature at its base if it is 
assumed that all the fluid flowing in the tube is evaporated. 

The average heat flow rate from the end of a vertical dry capil­
lary tube which is heated is 

QNE = M A T ) N E (6) 

where AT is the average temperature difference between the tube 
and the surroundings. The average heat flow rate from the end of a 
heated capillary tube with an evaporating meniscus is 

QE = QM + QT (7) 

where QM represents that portion due to the meniscus and QT rep­
resents that portion due to the tube itself. For the same experi­
mental power input setting, QNE = QE, 

QM + QT = M A T ) N E (8) 

Assuming that the heat transfer process does not change for the 
solid tube portion, QT = ha(AT)s, gives 

QM = QE 
[ ( A D N E - (AT)E] 

(9) 
( A T ) N E 

Measuring the values of AT for the evaporating and nonevaporat-
ing cases at the same power input, equation (9) can be used to cal­
culate QM- Equations (5) and (9) represent two independent meth­
ods of obtaining QM-

3 Experimental Equipment 
Schematic diagrams of the test equipment are presented in Figs. 

1 and 2. The meniscus was located at the exit of the vertical capil­
lary tube which was enclosed in a glass test cell. The test cell was 
not airtight. An optical window in the test cell allowed undistorted 
viewing of the capillary tube. The capillary had an inside diameter 
of 5.85 X 10~4 m and an outside diameter of 5.55 X 10~3 m. A nick­
el resistive heater of approximately 6 ohms was vapor deposited on 
the flat surface of the capillary. Power connections were made to 
small tabs which were vapor deposited on opposite sides of the 
outside wall a t the end of the capillary. The regulated d-c power • 
input was measured using a precision register and L & N K-4 po­
tentiometer. Type K thermocouples were epoxied to various loca­
tions on and around the capillary tube to monitor the temperature 
distribution. The thermocouple output was measured with an ac­
curacy of ±0.1 K. Only relative values of AT at the same location 
are needed in the macroscopic analysis of the data. 

A 3 1 liquid storage reservoir was connected to the subject capil­
lary by a 0.44-m long constant diameter capillary (ID = 6.75 X 
10~4 m) which was used as a flowmeter. The relative height of the 
liquid in the reservoir could be varied from run to run but re-

TEST CELL AND 
CAPILLARY 
TUBE 

OPTICAL 
SYSTEM 

FLOWMETER 

Fig. 1 Schematic diagram of experimental equipment (not to scale) 

mained constant during each run. The pressure drop across the 
flowmeter was measured with a manometer. A 10X microscope 
with a filar micrometer eyepiece was used to measure the liquid 
level change in the manometer. The difference in hydrostatic head 
between the liquid surface in the reservoir and the exit of the cap­
illary tube was measured using a cathetometer and telescope ar­
rangement having an accuracy of ± 5 X 10 - 6 m. 

The optical setup used to photograph the meniscus profile is 
shown in Fig. 2. This particular system was picked because it high­
lighted the liquid-vapor interface and produced distinct pictures. 
A Graflex box camera with Polaroid black and white film was used 
to record the meniscus profile at a magnification of 60 times the 
actual size. A final magnification of 120 times the actual size was 
used to determine the curvature at the base of the meniscus. The 
curvature at the base was obtained by assuming a constant curva­
ture profile between the base and the exit of the capillary tube. Al­
though there is a curvature gradient between the base and the in­
terline when there is evaporation, the macroscopic analysis only 
requires the curvature at the base. 

The foregoing equipment was used with absolute-reagent quali­
ty ethyl alcohol as follows. The initial hydrostatic head was set by 
adjusting the level of the reservoir. The difference in the hydro­
static head between the reservoir and the capillary tube exit was 
measured for the isothermal case. A picture of the meniscus was 
taken after the system reached equilibrium. Then the power input 
was set at a given level. After equilibrium was reached, the power 
input, flow rate and temperature distribution were measured and a 
picture of the meniscus was taken. The previous readings were 
checked for stability. Data were taken at various increments of 
power input until the meniscus either became unstable by migrat­
ing down the tube or started to obviously sputter. In these tests, an 
attempt to measure the highest possible stable evaporation rate 
was not made. Tests were made for various hydrostatic heads, each 
time starting with an isothermal meniscus. For the purpose of cali­
bration, the temperature and power input were also obtained for 
the dry tube. 

4 E x p e r i m e n t a l R e s u l t s 
The measured hydrostatic head is plotted as a function of the 

-Nomenclature-

A = flow area of capillary tube 
a = external heat transfer area 
h = heat transfer coefficient for solid part 

of capillary tube 
K = curvature (see equation(3)) 
L = length 
P = pressure 
Q = heat flow rate 

R - radius of capillary tube 
T = temperature 
V = average velocity 
6 = apparent contact angle 
\ = heat of vaporization 
M = viscosity 
p = density 

a = surface tension 

Subscripts 

E = evaporating 
lv = liquid-vaffor interface 
M = meniscus 
NE = nonevaporating 
T = capillary tube 
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Fig.2 Schematic diagram of optical arrangement (not to scale)

RETROREFLEX
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J, HIGH INTENSITY
CAPILLARY 8' LIGHT SOURCETUBE

CAMERA AND
MICROSCOPE

OPTICAL WINDOW

(BI

pressure drop across the meniscus based on the measured menis­
cus curvature for the isothermal case in Fig. 3. The dashed line
represents the least square fit to the data. Deviations from the
least square fit is a measure of the random errors present in the
measurement of, the curvature. The major error is believed due to a
difficulty in locating exactly the top of the tube when measuring
the curvature. Additional errors are associated with locating the
vapor-liquid interface and the centerplane of the tube. The curva­
ture measurements were adjusted for the effect of magnification
due to the refraction of light rays at the air-glass and the ethanol­
glass interfaces. The 45 deg line represents a literature surface ten­
sion value of 2.185 X 10-2 N/m at 25°C. Since our system was not
completely closed, impurities could account for this difference.
The least square curve based on the measured hydrostatic head
was used in the nonisothermal results presented in the following.

A photograph of the meniscus profiles for various evaporation
rates at a hydrostatic head of 1 em are presented in Fig. 4. From
left to right the evaporation rates are 0, 0.019, 0.021, 0.049, 0.055,
and 0.127 W. These photographs clearly show the increase in me­
niscus curvature with an increase in evaporation rate.

In Fig. 5, the measured flow rate (evaporation rate) based on the
flowmeter measurements is presented as a function of the mea­
sured meniscus suction potential based on the photographs for
various hydrostatic heads.

Each run at a particular hydrostatic head is terminated close to
the point where the meniscus was about to recede from the capil­
lary exit or where sputtering or boiling was observed. The dashed
line represents equation (5) which is the theoretical limit based on
the assumption that all the suction potential is used to supply liq­
uid directly to the base of a spherical evaporating meniscus. The
surface tension was evaluated at room temperature for the noneva­
porating case and at the atmospheric saturation temperature for

Fig. 4 photographs of the evaporallng meniscus profiles for various
evaporation rates at a hydrostallc head of 10-2 m-from le« to right the
evaporation rates are 0, 0.019, 0.021, 0.049, 0.055, and 0.127 W

the evaporating case. The scatter in the individual points results
from taking the difference between relatively large numbers that
are difficult to measure. The results· clearly demonstrate that the
evaporating meniscus is stable and that a change in its profile
causes the flow of fluid to its base. An additional curvature gradi­
ent between the base of the meniscus and the liquid-solid-vapor
interline, which was not measured in these experiments, result.q in
fluid flow from the base to the point of evaporation. The deviation
from the theoretical curve at the higher evaporation rates indicate
that additional viscous losses were present. These could be due to
recirculation resulting from a Maragoni effect. The highest heat
flow rate of 0.160 W represents a heat flux of 5.97 X 105 W1m2

based on the cross-sectional area of the pore.
In Fig. 6 the evaporation rate calculated using equation (5) is

plotted versus the evaporation rate calculated using equation (9).
These results demonstrate that a heat balance was obtained and
also indicate that sputtering was minimal at these levels. Some
preliminary, but incomplete, tests at higher evaporation rates
demonstrated that a sputtering region is present before the menis­
cus becomes unstable.

In Fig. 7, the results for two runs at the same conditions are pre­
sented with the solid line showing the best fit to the data. These
results indicate that a change in the process occurs at higher rates
of evaporation. They also show the sensitivity of the evaporation
rate to the power input at higher power inputs.

The above experimental design allows the heat sink capability of

150

Fig. 3 Measured hydrostatic head versus measured curvature for the iso­
thermal case Fig. 5 Evaporation rate versus meniscus suction potenllal
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Fig. 7 Power Input versus evaporation rate for an Initial hydrostatic head 
of 0.9 X 10 - 2 m 

a stable evaporating meniscus to be measured. I t is anticipated 
that more extensive studies of this system will lead to greater use 
of the evaporating meniscus. Since the evaporating meniscus is 
stable for a range of evaporation rates, a porous media heat ex­
changer can be designed to advantageously use a fixed location for 
the surface of evaporation. In this way, the optimum paths for the 
flow of liquid and vapor can be selected. 

5 Conc lus ions 
1 An experimental technique to measure the suction potential 

and stability of an evaporating meniscus as a function of the evap­
oration rate and hydrostatic head was developed. 

2 The evaporating meniscus at the exit of a capillary tube was 
found to be stable over a wide range of evaporation rates and hy­
drostatic heads. 

3 Fluid flow to the base of a stable evaporating meniscus is 
caused by a change in its curvature. 
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Natural Confection in Enclosed 
Spaces—A Review of Application 
to Solar Energy Collection 
A useful solar-thermal converter requires effective control of heat losses from the hot ab­
sorber to the cooler surroundings. Based upon the theory and some experimental mea­
surements it is shown that the spacing between the tilted hot solar absorber and succes­
sive glass covers should be in the range 4-8 cm to assure minimum gap conductance. Poor 
choice of spacing can significantly affect thermal conversion efficiency, particularly when 
the efficiency is low or when selective black absorbers are used. Recommended data for 
gap Nusselt number are presented as a function of the Rayleigh number for the high as­
pect ratios of interest in solar collector designs. It is also shown that a rectangular cell 
structure placed over a solar absorber is an effective device to suppress natural convec­
tion, if designed with the proper cell spacing d, height to spacing ratio L/d and width to 
spacing ratio W/d needed to give a cell Rayleigh number less than the critical value. 

Introduction 

A major concern of solar collector designers is the reduction of heat 
losses from the hot solar absorber to the cooler environment. Designers 
seek economic alternatives to minimize these losses, which result from 
conductive-convective and thermal radiative heat exchanges. In the 
case of fixed flat-plate collectors, which have the advantages of being 
able to operate during cloudy or hazy days with diffuse solar radiation 
and being capable of integration into a roof or wall structure, the de­
signer may consider the employment of one or more transparent 
covers with or without a honeycomb core to limit convection and ra­
diation heat losses. It is the purpose of this paper to summarize natural 
convection heat transfer developments applicable to the design of 
solar collectors and to illustrate their applicability. 

Two geometries of widespread applicability are singled out in this 
paper: (1) the case of two parallel flat plates tilted and heated from 
below, and (2) the case of a honeycomb structure located between the 
two plates. In the first case it will be shown that conduction-convec­
tion heat losses decrease with an increase in plate spacing to reach an 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, New York, N. Y. November , 1974, of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Revised manuscript received 
by the Heat Transfer Division December 29,1975. Paper No. 74-WA/HT-12. 

apparent minimum just as natural convection is initiated, then in­
crease thereafter until a maximum is reached, and then fall gradually 
with further increase in plate spacing to reach values below the con­
duction minimum. The spacings at which the apparent minimum and 
maximum occur, change greatly with temperature difference and 
somewhat with temperature level. Solar heat collectors reported in 
the literature appear to be constructed in ignorance of this behavior, 
and even recommended design parameters seem erroneous in this 
respect. In the second case it will be shown that suppression of natural 
convection in honeycomb structures depends very critically upon the 
cell dimension as well as the cell dimension ratios. There have been 
reported in the literature failures of'honeycomb to achieve desired 
results because of improper specification of the critical dimensional 
requirements. Also, the wall radiation effect upon initiation of natural 
convection appears to be neglected. 

It will also be shown that a partial vacuum serves well to reduce 
convective heat losses. 

Natural Convection Above Flat Plate Solar Absorbers 
Use of Transparent Covers. Unless solar energy is collected at 

temperatures near ambient temperature, one or more transparent 
covers are used to reduce convective and thermal radiative heat losses. 
These losses are reduced when the temperature of the surface which 
finally interfaces with the surroundings is lowered. To maximize solar 
irradiance, flat plate collectors are tilted up from the horizontal plane 
and faced south in the northern hemisphere and north in the southern 
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hemisphere. For year-round collection, the tilt angle T, measured from 
the horizontal, is generally made equal to the latitude angle <j>; but it 
may be as much as 4> + 20 deg or as little as if> — 20 deg to favor winter 
or summer solar collection, respectively. Angles of tilt up to about 60 
deg are of particular interest. Larger angles may be useful in the ex­
treme northern and southern latitudes. The collector is generally 
several feet in extent, both up the slope (dimension d) and horizon­
tally in the east-west direction (dimension W). Transparent covers 
are placed parallel to the absorber at a height L above it as shown in 
Fig. 1 to provide an insulating gap and protection from weathering. 
It has been customary to make the magnitude of L approximately 1 
to 2.5 cm. Hottel [l]1 explained.. . "That experiment had shown that 
increasing the air space beyond % in. (1.27 cm) had little effect on 
reducing the conductance." Typically, a single glass cover is used with 
a nonselective black absorber for collection temperatures of ap­
proximately 25°C above ambient, or with a selective black absorber 
for collection temperatures of approximately 50°C above ambient. 
Additional transparent covers provide more thermal insulation for 
Jiigher collection temperatures with either type of absorber, and are 
typically spaced 0.6-2.5 cm above the first one. 

Natural convection over flat plate solar absorbers thus typically 
occurs in enclosed spaces of high aspect ratio (AR) d/L and high 
horizontal aspect ratio W/L with the d X W heated surface below and 
tilted up to as much as 60 deg from the horizontal. The cooled flat 
surface (cover glass) is above and parallel to the heated surface with 
temperature difference up to perhaps 80°C. 

High Aspect Ratio (d/L) Spaces. In the vertical slot, there exists 
a base flow circulation up the heated surface and down the cooled one. 
The base flow becomes unstable as the Rayleigh number (Ra) in­
creases with increasing space L or temperature difference. Ostrach 
[2] reviews this case in detail. A tilted air layer will exhibit such a base 
unicellular flow at any nonzero angle of inclination from the hori­
zontal. For Ra > critical value, the results of Catton, et al. [3] can be 
used to determine the Nusselt number for the unicellular flow. They 
indicate that the contribution to heat transfer by the unicell will al­
ways be negligible for aspect ratios (20-200) of interest in solar col­
lector design. 

When the heated surface lies below the cooled one, as is the case 
in horizontal or tilted flat plate solar collectors, a (multi) cellular 
convection arises for high aspect ratio spaces when Ra exceeds 
1708/cos T. It is this flow which significantly augments the heat loss 
from the hot surface. 

Hart [4], in order to get a general idea of the motions possible in the 
tilted geometry, ran a series of flow visualization experiments in water. 

1 Numbers in brackets designate References at end of paper. 

COLD COVER 
GLASS v. x ^ ^ ASPECT RATIO (ARI s d/L 

NOTE: WIS THE WIDTH OF 
THE SPACE MEASURED 
PERPENDICULAR TO THE 

- HORIZONTAL P L A N E ) PLANE OF THE FIGURE 

Fig, 1 Dimensions of a high aspect ratio enclosed space 

For AR > 25 and T as high as 70 deg (20 deg from the vertical) and at 
Ra somewhat above critical, he observed longitudinal rolls with axes 
directed up slope, that is, a multicellular convection much like that 
for T = 0. As Ra was further increased, a "roll-dominated turbulence" 
was witnessed. At somewhat higher tilts, transverse travelling waves 
oriented across the slope are the first instabilities in the transverse 
unicellular convection. Hart presented theoretical results indicating 
that as Pr and/or AR are lowered, the tilt T at which the longitudinal-
or horizontal-like convection switches to transverse or vertical-like 
convection decreases. Arnold, et al. [5,6] observed an apparent change 
in heat transfer mechanism at r = 63 deg for AR = 12 and r = 58 deg 
for AR = 6, both for relatively large Pr, since silicone oils were used. 
The apparent change manifests itself as a local minimum in Nu versus 
T at constant Ra. Ozoe, et al. [7, 8, 9] indicate similar behavior for AR 
= 15.5 and 1, using air as well as higher Pr fluids. 

Clever [10] showed that when the instability in an infinite Prandtl 
number fluid is in the form of longitudinal convection rolls in an in­
clined layer, it is theoretically correct to replace g in the critical 
Rayleigh number by g cos T. He went on to show that the Nusselt 
number-Rayleigh number relationship for the horizontal layer would 
apply and did correlate data when Rayleigh number was modified by 
the replacement of g with g cos r. Hollands, et al. [11] have recently 
shown that on theoretical grounds the infinite Prandtl number con­
straint may be relaxed, which confirms the experimental evidence. 
Thus, there exists a basis for scaling, by means of g cos T the extensive 
data for the horizontal layer, to the inclined layer case for large values 
of aspect ratio and values of T to 60 deg. 

New heat transfer data for inclined fluid layers, Ozoe, et al. [7], 
Hollands, et al. [11], and Arnold, et al. [6] have been obtained recently. 
It is of interest to examine a composite of these results and previous 
data. Fig. 2 presents a log-log plot of Nu versus Ra cos T for r = 0, 30, 
45, and 60 deg for natural convection across a confined fluid layer 
when the aspect ratio is large. In this paper the Nusselt number is 
defined as the ratio of the conductive-convective heat transferred to 

.Nomenclature. 

ae = equation (3) 
6 = equation (2) 
Ci = convective gap conductance 
d = spacing (up slope) or cell spacing 
/ = ratio of cell opening to solar absorber area 
F(ae, b) = equation (5) 
g = acceleration due to gravity 
Gr = Grashof number 
He = equation (4) 
k = thermal conductivity 
kf = fluid thermal conductivity 
kw = wall thermal conductivity 
L = height of enclosed space or gap 
d/L = aspect ratio (AR) 
Nu = Nusselt number 

Pr = Prandtl number 
Gs = solar irradiance 
QL = heat losses 
qu = solar power withdrawn or utilized 
Ra = Rayleigh number (g/3p2cp/kn) (ATL3) 
Rac = critical Rayleigh number 
Ra^ = Rayleigh number based on cell spacing 

d, equation (7) 
S(a, b) = integration integral, equation (6) 
tw = wall half-thickness 
T = mean absolute temperature in equation 

(4) 
Tg - cover glass temperature 
TH = hot surface temperature 
Tp = solar absorber plate temperature 

AT = temperature difference between hot 
and cold surface 

ua = wind speed 
W = width of space (E- W orientation) 
W/d = horizontal aspect ratio 
ap = absorber solar absorptance 
(3 = coefficient of thermal expansion 
tp = absorber total hemispherical emittance 
em = wall total hemispherical emittance 
y\ = solar collector efficiency 
Bs = incidence angle of the sun 
(/ = kinematic viscosity 
T = collector tilt angle (from the horizontal 

plane) 
(j> = latitude angle 
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the conductive heat transferred across a fluid layer of thickness L at 
an average temperature (TH — AT/2). This ratio is equivalent to the 
ratio of an "effective " thermal conductivity to the thermal conduc­
tivity of the fluid layer at the average temperature. 

Tabor [12] reviewed the literature on natural convection in enclosed 
fluid layers for the period up to 1955 and concluded that the U. S. 
National Bureau of Standards data [13] were the most reliable for 
Solar collector design. The Tabor correlation of NBS air data for 
horizontal planes predicts values of Nu only slightly higher (3 percent 
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Fig. 2 Enclosed space heat transfer, higher aspect ratio (d/L), r = 0, 30, 
45, and 60 deg 

or less) than the power law based on the Malkus-Catton-Edwards 
theory [14] and Silveston's [15] measurements including the Mull and 
Reiher air data. The correspondence of these three correlations is 
particularly good in the region 105 < Ra < 106. It should be noted that 
the Hollands, et al., and O'Toole correlations predict lower values of 
Nu in this region. The O'Toole correlation was pulled down by low 
Pr Mercury data. The lower Goldstein and Chu [16] air data may be 
explained in large part by an aspect ratio effect. Arnold, et al. [6] in­
dicate about a 6 percent increase in Nu when increasing from AR = 
2 to 12 at Ra ^ 106 for horizontal layers. In the region 1708 < Ra < 
3000 all investigators are in close agreement. In the region 3000 < Ra 
< 105, the 70 data points of Edwards practically coincide with the 
O'Toole and Silveston [17], and Hollands, et al. [11] correlations. The 
Ozoe, et al., air data tend to fall above the correlations. Dropkin and 
Somerscales [18] have also presented data for natural convection in 
inclined liquid layers for Ra > 105. 

Examination of data plotted as Nu versus Ra cos T indicates that 
a three-region correlation based on the Mulkus-Catton-Edwards first 
mode, the O'Toole and Silveston central region correlation and the 
Catton power law fit to the theory would result in conservative design. 
In light of the recent inclined layer data, Hollands, et al. [11], Ozoe, 
et al. [7], and Arnold, et al. [6], a two-region correlation, by extending 
the high Ra power law fit to smaller Ra until it intersects the first-
mode theoretical curve at Ra = 2500, appears to be useful. Fig. 2 in­
dicates that as T increases from 30 deg, the two region correlation 
becomes an upper bound on the new data. Another alternative is to 
use the Hollands, et al., correlation for all angles of inclination T < 60 
deg. This correlation appears to fit well the data of Hollands, et al. 
[11] and deGraaf and van der Held [19]. The Tabor correlation of the 
T = 45 deg NBS data appears to be a reasonable fit of all of the data 
but on the lower bound through the central Ra region. In addition, 
this correlation has the weakness of being limited to r = 45 deg. 

Recommended Gap Conductance ( CL) Calculation. The con-
ductive-convective gap conductance (CL) defined as (k/L) Nu de­
pends on L, AT, and T#. Three alternatives for calculating Nu were 
investigated. 

1 three-region correlation 

1708 
Nu = 1 + 1.446 / 17U» v 

\ Ra cos T/ 
for 1708 < Ra cos r < 5900 

Ra cos T/ 

Nu = 0.229 (Ra cos T)0-2 5 2 for 5900 < Ra cos r < 9.23 X 104 

Nu = 0.157 (Ra cos T)0-2 8 5 for 9.23 X 104 < Ra cos T < 106 

2 two-region correlation 

1708 
Nu = 1 + 1.446 

V Ra cos T / 
for 1708 < Ra cos T < 2500 

Ra cos -

Nu = 0.157 (Ra cos T)0-2 8 5 for 2500 < Ra cos r < 106 

3 Hollands, et al., correlation 

1708 
Nu = 1 + 1.44 

L Ra cos T J \ 

(sin 1.8 T ) 1 6 1708\ 

Ra cos T / 

["/RacosTN1/3 "] ' 

L \ 5830 / J 

Note: dotted brackets go to zero when negative. 

The thermal conductivity k is evaluated for an average gap temper­
ature (TH - AT/2). 

Typical design curves for a tilted (T = 40 deg) collector are shown 
in Fig. 3 for each alternative calculational procedure. CL is given as 
a function of L for values of AT between 5.56°C and 55.6°C when TH 
= 70°C. The sharply decreasing curve on the left represents the 
conduction regime. When convection initiates for a particular AT, 
there is a sudden increase in CL which reaches a peak value at some 
value of L. With further increase in L the gap conductance decreases 
and eventually drops below the previous minimum value. Because 
of space limitations, design curves are shown for only single values 
of TH and T. AS TH increases CL peaks at increasing values of L, and 
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Table 1 Effect of spacing L on collector performance 
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the peak value drops slightly for a specified AT. Also as T decreases 
toward zero tilt, for specified values of TH and AT, the peak value of 
CL increases and occurs at slightly lower values of L. To avoid peak 
values of gap conductance, the designer should use a value of L suf­
ficiently beyond the occurrence of conductance peaks for the highest 
angle of tilt and for the highest absorber operating temperature. 

It is interesting to note that the three-region correlation predicts 
the highest peak values of CL and the Hollands, et al., correlation the 
lowest, but displaced to the right with a steeper drop in CL beyond 
the peak. Because TH and AT usually vary during solar collector 
operation, it appears that from a thermal performance standpoint, 
values of L in the range 4-8 cm are indicated, regardless of which 
correlation is used to calculate CL. It is apparent, from the behavior 
illustrated in Fig. 3, how limited experimental results may lead to an 
erroneous conclusion regarding the best spacing L to minimize heat 
losses due to natural convection. 

Effect of Spacing (L) on Collector Performance. To determine 
the effect of spacing L on solar collector performance, calculations 
were made for a single and double-glazed nonselective black and 
single-glazed selective black flat plate solar collector. The same op­
erating conditions were imposed for each spacing; namely, inlet fluid 
temperature above ambient air = 63.9°C; solar irradiation = 789 

W/m2; water, mass flow rate = 227 kg/h. 
A reiterative steady-state analysis was employed to determine the 

glazing temperatures, absorber temperature, thermal power with­
drawn and collector efficiency n- Each of the alternatives for CL given 
in Fig. 3 were tested. The results given in Table 1 indicate that the 
dimension L is most important when a selective black absorber with 
low eniittance is used. For the horizontal collector increasing L from 
1.59 to 5.08 cm would reduce the collector area requirement from 5.5 
to 12.6 percent, depending upon the correlation used. Tilting the 
collector 40 deg increases the efficiency slightly for the same solar 
irradiance. Increasing the gap dimensions for the single and double-
glazed'black collectors reduced the area requirements by 4-7 percent 
and about 2 percent, respectively. 

If a solar collector was designed to operate at some value of T and 
at fixed values of Tp and AT, one could specify dimension L corre­
sponding to the "local" minimum CL; however, collectors are usually 
designed to be operated at different locations under a variety of en­
vironmental conditions and for different service specifications. The 
angle of tilt, Tp and AT may vary widely. To predict the full impact 
of a particular value of L, one should sum the useful energy collected 
oyer an operating season. The best design approach, when it is cost 
effective, is to avoid the region of the "local" minimum and maximum 
values of CL by using a sufficiently large value of L, say on the order 
of 4-8 cm. 

5.6O0F1 

BASED ON 3 REGION CORRELATION 
BASED ON 2 REGION CORRELATION 
BASED ON HOLLANDS, et al CORRELATION [ ] 

Fig. 3 Gap conductive-convective conductance CL (or TH . = 70°C and r 
= 40 deg 

Suppression of Convection by Cellular Structures 
Use of Cellular Structures. Francia [20] recommended the use 

of honeycomb material over a solar absorber to reduce reradiation. 
He employed 15 mm dia glass tubes with an L/d = 17 in a tracking 
collector equipped with a six-to-one conical concentrator. Subsequent 
work was reported by Perrot, et al. [21], Hollands [22], and Charters 
[23]. Buchberg, et al. [24] indicated that a rectangular cellular 
structure with the long side of the rectangle running east-west was 
superior for fixed, flat-plate solar collectors because of higher solar 
transmittance to the absorber. Their cells were L high between the 
absorber surface and cover glass; W wide in the east-west direction, 
and d between the tilted side walls. Their first study indicated a broad 
optimum in cell configuration for L/d between 3-8 for a specified W/d 
of 3.4, and they recommended d = 0?53 cm for a 100°C collection 
temperature. They pointed out that, as an alternative to selectively 
transmitting glass, one could employ a selectively reflecting material 
such as an aluminized plastic-undercoated paper overcoated with 
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solar-clear, infrared-opaque resin. Subsequently, they reported [25] 
actual performance data for such honeycomb d = 0.53 cm, L/d = 7.11, 
and W/d = 3.4 and two other cell configurations. Measurements 
showed heat losses QL by both radiation and convection of 467 W/m2 

for an absorber temperature Tp = 107 °C and cover glass temperature 
Te = 43°C under solar irradiation Gs = 962 W/m2 with the sun 11 deg 
off normal at noon and a wind speed ua = 4.7 m/s; and qi = 391 W/m2 

with Tp = 72°C, Te = 47°C, and Gs = 704 W/m2 with the 8S = 46 deg 
also at noon and ua = 2.3 m/s. 

Lalude and Buchberg [26] studied a transpired rectangular hon­
eycomb system and recommended values of L/d between 4 and 5 for 
Tp < 80°C, L/d = 6-8 for 80°C <TP< 95°C, and L/d ~ 10 for Tp = 
95°C with W/d = 6. 

The very rapid increase in Nu, once cellular convection (a roll in 
the W X L plane) initiates, dictates that such honeycomb solar col­
lector covers be designed to suppress this mode of convection. The 
creeping convection, a roll in the dXL plane, has small effect for the 
small d/L aspect ratios employed. 

Suppression of Cellular Convection. In the honeycomb solar 
collector with typical tilts of T = 30-40 deg, warm light air close to the 
absorber lies under cold heavy air close to the cover glass. There is thus 
a tendency for a perturbation to induce a warm upflow and a cold 
downflow. As mentioned previously for the case of a rectangle, the 
most damaging form of motion is a roll in the W-L plane. In the case 
of a circular or nearly circular cell cross section, the roll takes place 
around a diameter. Whether the three-dimensional disturbance grows 
into steady convection or is damped is governed by a Rayleigh number 
which is a ratio of the heat convection feeding the disturbance divided 
by the heat conduction damping the disturbance times the buoyant 
work liberated in the motion divided by the viscous work dissipated 
by it [27]. Both conduction within the walls and radiation from hot 
wall area to cold wall area (through transparent air) serve to modify 
the boundary conditions on the fluid so as to promote conduction in 
the fluid draining energy from the disturbance. If the critical Rayleigh 
number for a particular mode of cellular motion to be activated ex­
ceeds the actual Rayleigh number pertaining to the solar collector, 
that mode of cellular motion will be effectively suppressed. 

The initiation of natural convection in enclosed spaces has been 
treated theoretically by Ostroumov [28] and Yih [29] for the infinitely 
tall circular cell and Ostrach and Pnueli [30] for arbitrary planform 
but perfectly conducting side walls. Catton and Edwards [31] reported 
measurements for side walls which approach being perfectly adiabatic 
or perfectly conducting. They subsequently developed an approxi­
mate theory for finite cylinders [32]. Wooding [33] treated the problem 
of initiation for the slot with adiabatic side walls. 

The side walls used in solar collectors are neither perfectly insu­
lating nor perfectly conducting. Ostroumov [28] gave the first treat­
ment of arbitrarily conducting walls for an infinitely tall circular 
cylinder. Edwards [34] treated the slot planform for arbitrarily con­
ducting side walls. Edwards and Sun [35] extended this treatment to 
the rectangular planform, deriving a simple, closed-form approximate 
solution, and presented experimental verification. Additional ex­
perimental verification was provided by Heitz and Westwater [36]. 
Sun and Edwards [37] also treated the circular cylinder of finite height 
with arbitrarily conducting side walls. Catton [38, 39] treated the 
rectangular enclosure more exactly. His comparison with their data 
was no better than that with the approximate relation. For this reason, 
and by virtue of its ease in use, the approximate relation of Edwai ds 
and Sun is recommended for design. 

Edwards and Sun [40] predicted the effect of wall radiation men­
tioned in the foregoing and analyzed it for the circular cylinder. Its 
effect on initiation in the slot was also analyzed and experimentally 
verified [35]. The effect may, in theory, triple the initiation Rayleigh 
number in a circular cylinder, and it is larger for the slot. In practice, 
wall radiation increases the initiation Rayleigh number by a factor 
of two by tending to damp wall temperature perturbations just as wall 
conduction does. Hollands [41] reported that a thin-walled honey­
comb gave experimental values of critical Rayleigh number inter­
mediate to theoretical values for a perfectly conducting wall and an 
adiabatic wall, thus supporting the wall radiation effect, although the 

data were not compared with predictions of the magnitude. 
The influence of tilt upon natural convection in honeycomb has 

received some attention. Sun [42] measured experimentally, using 
silicone oils, Nu versus Raz, for four rectangular honeycombs, all with 
L approximately 18.8 mm and L/d approximately 4 but with W/d 
values of 2, 4, 8.6, and 15.2. Angles of tilt of 0,15,30, and 45 deg were 
investigated in the Nu range between 1 and 2. A value of critical 
Rayleigh number per se was not observed for the tilted cells, pre­
sumably because of the transverse natural circulation, a roll in the 
d X L plane. At a Rayleigh number equal to the experimentally ob­
served critical value for the untilted cells, the Nusselt number for the 
T = 45 deg tilted cells was observed to be below 1.25. At higher values 
of Rayleigh number, the curves of Nu for the tilted cells merged with 
or crossed under those for the untilted cells. Additional data obtained 
by Arnold at tilts of 0,15, 30, 60, and 90 deg suggest that Nu at a value 
of Ra equal to the critical value for T = 0 deg is 1.25 or less when T ^ 
0 deg. The untilted cell Nu versus Ra curve lies approximately 10 
percent above or below the tilted cell results in the vicinity of Nu = 
2 for tilts up to 60 deg. At T = 90 deg the untilted honeycomb curve 
lies considerably above (about 40 percent at Nu = 2) that for the tilted 
honeycomb. Cane et al. [43] have presented air data for a 25.4 mm 
square honeycomb with L/d = 3 with tilts of 0, 30, and 60 deg. At an 
initiation Rayleigh number of approximately 1.2 X 105, Nu was ap­
proximately 1.25, and in the vicinity of Nu = 2 all three curves were 
within 10 percent of one another. 

Recommended Design-Calculation Procedure. A design value 
of AT/L in the honeycomb cover material is found from the acceptable 
losses through the cover, accounting for both radiation and conduc­
tion. The radiation problem is described, for example, by Edwards 
and Tobin [44], Edwards and Bertak [45], and Amar and Edwards 
[46], as well as Buchberg, Lalude, and Edwards [25]. For design values 
of AT/L and L/d there is a maximum d which can be employed fixed 
in part by the relation 

Rad = 12[1 + 2He}(ae
2 + b2)2/a2 (1) 

where 

o = (T + 0M)(d/L) (2) 

a2 = b2 + (7rd/W)2[l + 1.260 (d/W) + 2.132 {d/W)2 + . . .] (3) 

He = (kwtjh,d) + (4ew<rfsd/kf)F(ae, b) (4) 

m M 1 ~ S(a„ b) 
F(ae, b) = (5) 

[1 - (1 - ew)S(ae, b)][ae
2 + b2} 

r+a r+" cos of cos a? , „ , 

^ • « - X . X~ ,[<«+?+ij»dw (6) 

The cell dimensions d, W, and L have been previously defined. The 
quantity kw is wall conductivity, tw is wall half-thickness, kf is fluid 
conductivity, tw is wall emissivity, a is the Stefan-Boltzmann constant 
in the radiation law, T is the mean absolute temperature, and S(ae, 
b) is the radiation integral tabulated in [35]. The remaining relation 
fixing d to AT/L is 

_g0(AT/L)d* 
Rad= Pr (7) 

\r 

where 0 is the fluid expansion coefficient, the reciprocal of absolute 
temperature for an ideal gas, v is kinematic viscosity of the fluid and 
Pr is Prandtl number. 

To arrive at a working curve as is shown in Fig. 4, one proceeds 
backwards by choosing d, along with W/d, L/d, T, tu„ kwtw, and the 
properties gfi/n2, Pr, and kf. Then one finds b, ae

2, and S(ae, b) from 
equation (6), noting that S(a, b) = S(b, a). Then there are found 
F(ae+ b), He, and finally Ra,*. From the value of Ra^ and the chosen 
value of d together with the properties one finds AT/L as shown in 
Fig. 4. In this procedure the relatively minor influence of tilt for T ^ 
60 deg is neglected. The value of d is thus that which gives Nu = 1 for 
the untilted collector and Nu < 1.25 for the tilted one. 

Note in the graph that rather small values of d are mandatory. This 
fact explains Charters' negative results [23] with d = 1.0 in. and 

186 / MAY 1976 Transactions of the ASME 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1.2 

1.0 

0.8 
6 

« 0 . 6 

0.4 

0.2 

1 

- X N ^ 

1 

1 

^ - • ^ L / d 

1 1 

= 4 

_§__~~ • 

__ia_^~~~ • 

i i 

i i 

-

-

____-
• — • — -

i 

0 5 10 15 20 25 30 35 
AT/L, °C PER cm 

Fig. 4 Maximum cell spacing d to suppress convection as a Function of L/d 
and AT/L for a fixed W/d = 6 

Buchberg, et al.'s positive experience [25] with d = 0.21 in. (and a 
smaller value of W/d = 3.4 than the value, W/d = 6, used for Fig. 4). 

Design Recommendations 
Designers of solar collectors have three main options for minimizing 

conduction-convection losses across enclosed spaces between a hot 
solar absorber and one or more cover glasses. One is to make the 
spacing large enough (4-8 cm) to reduce somewhat the convective gap 
conductance for the absorber temperatures and temperature differ­
ences encountered during collector operation. The increase in L from 
1 cm to 4-8 cm requires additional housing material, which for larger 
area collectors would probably be an insignificant cost factor. Another 
problem to be considered is the increased edge shadow for large solar 
incidence angles. Again, this effect is generally insignificant in a large 
area system and can be offset by lining the vertical edge surface with 
a reflective foil. 

The second option is to use a honeycomb structure of proper shape 
and dimensions in the space. While this step practically eliminates 
the effect of natural convection on the gap conductance, it, too, is not 
taken without some penalty. Aside from the additional cost, the 
honeycomb walls increase the effective thermal conductivity of the 
space so that it becomes important to use thin wall structures of low 
thermal conductivity. The area of honeycomb cell opening (for the 
recommended rectangular structures) per unit solar absorber area 
is given by 

/ = 
\l + 2tjd)\l + 2tjw) 

It is recommended that for the values of d and W used, the wall 
thickness 2tw be chosen to obtain a value of/ not less than about 0.9. 
It should be pointed out that an important consideration in the choice 
of a rectangular cell shape is the need to maximize the solar trans-
mittance of the honeycomb structure and to minimize its effective 
emittance of infrared radiation originating at the hot absorber plate. 

As a third option, the designer may consider using vacuum to reduce 
convective heat transfer losses from solar collectors. The use of partial 
vacuum to prevent the initiation of natural convection in spaces be­
tween a hot absorber and cover glass is an interesting alternative in 
design, particularly for cylindrical absorbers and glazings which can 
most easily support the pressure difference and are perhaps easiest 
to seal. The concept usually employed, e.g., Speyer [47], is to use a 
sufficiently high vacuum that free molecule conduction is reached so 
that effective conductivity of the gas is greatly reduced. However, well 
before the free molecule conduction regime is reached, natural con­
vection is virtually eliminated, as shown by Thompson and Sogin [48]. 
Since conduction in the gas, even at the ordinary atmospheric con­
ductivity value, may be satisfactorily small, a partial vacuum may be 
used. 

The effect of partial vacuum appears entirely through the den­
sity-squared term appearing in the numerator of the Rayleigh num­

ber. Recognizing that the density of an ideal gas varies linearly with 
pressure, the magnitude of AT which can be supported without con­
vection rises with the inverse square of decreasing pressure for a given 
size L or d in the Rayleigh number and for a given critical value of 
Rayleigh number (for example, 1708). If 30°C is tolerable at 1 atm, 
120°C is tolerable at % atm. (Of course, under these large AT condi­
tions, the Boussinesq assumption that density difference is small 
compared to the density itself, must be viewed as only a crude ap­
proximation.) 

Conclusions 
1 The base or unicellular flow in high aspect ratio enclosed spaces 

above a hot solar absorber tilted up from the horizontal does not 
significantly affect heat transfer. 

2 Any one of the three correlations examined for the determina­
tion of Nu for enclosed fluid layers is acceptable for solar collector 
design calculations. 

3 To avoid having large free convection transfer in spaces above 
a hot solar absorber, the gap should be in the range of 4-8 cm. As 
suggested by Tabor [12], design tradeoffs including heat transfer 
across the space above the solar absorber, edge shading of the ab­
sorber, and cost ultimately determine the spacing to be selected. 

4 The spacing of the cover glass above the solar absorber is par­
ticularly important when a selective black absorber with low emit­
tance is used in a flat plate solar collector design. 

5 A cellular structure placed over a solar absorber is an effective 
device to suppress natural convection, if designed with the proper L/d 
and W/d ratio and corresponding value of d calculated to give a cell 
Rayleigh number less than the critical value for T = 0 with account 
taken for conduction in the cell walls and radiation from hot to cold 
wall areas. 

6 Natural convection above hot solar absorbers may be effectively 
suppressed with partial vacuum, the effect appearing entirely through 
the density-squared term in the Rayleigh number. 

Recommendations For Research 
Some uncertainty exists regarding the influence of the Prandtl 

number on heat transfer in enclosed fluid layers of large aspect ratio. 
Additional data for air in the range 1708 < Ra cos T < 107 would be 
useful for 0 < T < 90. Data are particularly needed to assess the effect 
of leakage into and out of the enclosed space and the effect of non-
isothermal surfaces. In the area of cellular apparatus, the wall-ra­
diation-fluid-conduction effect needs further work. Equation (7) was 
evaluated for the infinite slot. End effects, in both the L and W di­
rections, need to be elucidated and the effect of absorber plate emit­
tance established. Work on the effects of intercell leakage through 
gaps between the honeycomb core and absorber and/or cover glass 
is underway at UCLA. 
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Free Cotwectiwe Heat Transfer 
Across Inclined Air Layers 
This paper presents new experimental measurements on free conuectiue heat transfer 
rates through inclined air layers of high aspect ratio, heated from below. The Rayleigh 
number range covered is from subcritical to 105; the range of the angle of inclination, <p 
measured from the horizontal is: 0 < 0 < ~70 deg. Although it was anticipated that the 
results might be identical to the results for the horizontal layer if one replaced Ra by Ra 
cos <j>, significant departures from this behavior were observed, particularly in the range 
1708 < Ra cos 0 < 10*, 30 deg < 0 <60 deg. A recommended relationship giving the Nus-
selt number as a function of Ra cos 0 and 0 is reported. This relationship fits all data 
closely. 

Introduction 

The free convective heat transfer across an inclined air layer of large 
aspect ratio and heated from below is of importance in a number of 
engineering situations. It is of particular importance in solar energy 
flat-plate collectors where it can constitute the main mode of heat loss. 
However, except for the limiting cases of vertical and horizontal layers, 
which have been studied extensively, the inclined layer has been the 
subject of very few experimental investigations. 

The principle investigation was carried out by De Graaf and Van 
der Held in 1952 [1, 2].1 These authors performed measurements of 
the heat transport at settings for the angle 0 (Fig. 1) ranging from 0 
to 90 deg in 10-deg steps, covered a Rayleigh number range of ap­
proximately 103-105. They also observed the flow pattern of the air 
under varying conditions. Other measurements have been reported 
only sporadically: thus, a U. S. Government Housing Research Paper 
[3] reports extensive measurements but all at 0 = 45 deg; Hollands 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS and presented at the AIChE-ASME Na­
tional Heat Transfer Conference, San Francisco, Calif., August 10-13, 1975. 
Revised manuscript received by the Heat Transfer Division December 29, 
1975. Paper No. 75-HT-55. 

and Konicek [4] reported measurements at 15 deg intervals in 0, but 
only near the critical Rayleigh number. Extensive experiments in­
volving liquids were reported by Dropkin and Somerscales [5]; how­
ever, their Rayleigh number range (105-109) was above that of interest 
for solar collectors (approximately from 103 to 105) moreover the 
significant Prandtl number effect on the heat transport argues against 
the use of their results for predicting heat transport across gas layers. 

Since the De Graaf-Van der Held study, considerable progress has 
been made in the theory of natural convection in fluid layers. As a 
consequence and because of the importance of the problem it was 
decided to undertake a new set of measurements, using recent theory 
to assist in interpreting results and obtaining the correlation equa­
tions. These measurements, a new theoretical result, and the resultant 
correlation equations are described in this paper. This study is re­
stricted to a range for the angle 0 from 0 to ~70 deg. It covers values 
of Ra ranging from subcritical (Ra < 1708/cos 0) to 105, although there 
is reason to expect that the correlation equation will be valid for higher 
Rayleigh numbers. 

Basic Theory 
Conductive Regime. Provided the Rayleigh number is suffi­

ciently small, the fluid motion consists of one large cell (called the base 
flow), with the fluid rising near the hot surface, falling near the cold 
surface, but with the streamlines parallel to the bounding surfaces 
everywhere except at the extreme ends of the slot where the fluid 
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by [11]: 
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HORIZONTAL PLANE 

Fig. 1 Sketch of air layer showing important dimensional quantities 

turns. The heat transfer in this flow regime is consequently purely 
conductive (i.e., Nu = 1) except at the extreme ends where there is 
some convective heat transport associated with the fluid turning; 
however, as the aspect ratio (= H/L, Fig. 1) of the slot becomes in­
creasingly large, the contribution of this convective heat transfer to 
the average Nusselt number for the slot becomes vanishingly small, 
so that the average Nusselt number approaches unity. This conductive 
regime exists for air provided the Rayleigh number is less than a 
critical value, Rac given by Rac = 1708/cos 0 [6-9, 4]. 
Consequently we have: 

Nu = l Ra < 1708/cos 0, <j> < ~70 deg (1) 

Immediate—Postconductive Regime. For Ra = Rac the base 
flow is marginally unstable, the incipient flow theoretically consisting 
of steady longitudinal rolls (i.e., rolls with their axis along the upslope), 
provided 0 < ~70 deg. De Graaf and Van der Held [1,2] have observed 
these rolls for 0 < 20 deg and found that they persist up to Rayleigh 
numbers of about 30,000. For 0 > 30 deg they did not observe the rolls 
but rather report a direct transition to "turbulence" from the base 
flow. Using water, Hart [8] observed the rolls up to Ra =a 5000 for all 
0 < 70 deg. 

Recently, Clever [10] demonstrated analytically that, provided two 
conditions are satisfied, the Nusselt number is a function of Ra cos 
0 only (rather than Ra and 0 separately). The first condition is that 
the Prandtl number be infinite; the second is that the fluid flow and 
temperature fields be X-independent, where X is measured in the 
longitudinal direction (Fig. 1). A flow pattern consisting of longitu­
dinal rolls satisfies the second condition. It follows from this result 
that 

Nu = Nutf(Racos0) 

where Nuj/(Ra) denotes the Nusselt number dependence on the 
Rayleigh number applying to the horizontal layer. This is a useful 
result since the horizontal layer has been studied extensively. For 
Rayleigh numbers up to about 8000, N U H is known to be expressible 

Nu# = 1.44 (1 - 1708/Ra) 

independent of the Prandtl number. Combining equations (2) and 
(3) it follows that provided both of Clever's conditions are met, we 
expect: 

Nu = 1.44 (1 - 1708/Ra cos 0) (4) 

in the immediate postconductive regime. 
Of course the first condition (Pr = ») on Clever's result limits its 

utility considerably. We have re-examined Clever's analysis and found 
that in fact this condition can be relaxed. The proof of this new result 
is given in the Appendix to this paper. Consequently, equation (4) 
should be valid provided only that the flow consists of longitudinal 
rolls (or is if-independent). 

Clever [10] presented some experimental evidence that his result 
is valid for air, using the data of [2]. However, since his plot shows only 
two data points in the range 1708 < Ra cos 0 < 104, there is insufficient 
evidence to conclude its validity in this range. 

High Rayleigh Number Regime. At very high Rayleigh numbers 
it is expected that the flow should take up a boundary layer structure, 
the resistance to heat transfer lying exclusively in two boundary layers, 
one on each of the bounding surfaces. The thermal resistance of each 
boundary layer is expected to be the same as that on a single heated, 
facing up, inclined plate in an infinite environment. In [12, 13], 
arguments are presented for taking the "conduction thickness," A(, 
(defined as that thickness of stagnant fluid offering the same resis­
tance to heat transfer as the actual boundary layer), the following 
expression: 

A , - i f 
Ct \gPATBL cos 0 

1/3 

for 0 < ~70 deg where ATBL is the temperature difference across the 
boundary layer. The value of Ct depends only on the Prandtl number. 
Based on measurements on single horizontal plates, its value for air 
is 0.14 [14]. The overall conductance, h, of two such boundary layers 
with overall temperature difference AT — 2ATBL is: 

h = J_ = SL.k IHATcos 0) 1/3 
2Aj 24 /3 I vet 

giving a Nusselt number of: 

Ct 
Nu = —^ (Ra cos 0)1 / 3 •• 

24/3 

Ra cos 0 \ i/3 /Ka cos 0 \ 

V 5830 / 
(5) 

Expected Correlation. Again the Nusselt number for the inclined 
layer is obtained from the Nu-Ra relation applying to the horizontal 
layer, but using Ra cos 0 for Ra. Since such a procedure is found to 
be applicable to all three regimes discussed previously, it might 
therefore be anticipated to apply over the full Rayleigh number range, 

- N o m e n c l a t u r e -

g = acceleration of gravity [m/s2] 
H = length of air layer (see Fig. 1) [m] 
k = thermal conditivity of air [W/m K] 
L = width of air layer (see Fig. 1) [m] 
Nu = Nusselt number for natural convective 

heat transfer across the air layer = qL/kAT 
Nu2 = quantity defined by equation (9) 
Pr = Prandtl number = via 
p = pressure [N/m2] 
q = heat flux across air layer [W/m2] 

Ra = Rayleigh number 
gfSATL3 

Rac = critical Rayleigh number for stability 
of base flow 

T = temperature of air, [K] 
AT = temperature difference across air layer, 

[K] 
t = time [s] 
u,u,w = fluid velocities in x-, y-, z-directions, 

respectively [m/s] 
X,Y,Z = spatial coordinates of any point in 

the fluid layer, (see Fig. 1), [m] 
x,y,z = x= X/L; y = Y/L; Z = z/L 
a = thermal diffusivity of air, [m2/s] 
/3 = coefficient of thermal expansion of air, 

[K-i] 
0 = dimensionless temperature 
\L = fluid viscosity [kg/ms] 
v = kinematic viscosity of air, [m2/s] 
p = density of air, [kg/m3] 
0 = angle of air layer from horizontal, (see 

Fig. 1) 

Subscripts 
0 = at z = 0 
/ / = horizontal position 
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as has recently been suggested by Buchburg, et al. [15]. Recently an 
empirical Nu-Ra relationship for the horizontal air layer, which has 
equations (1), (3), and (5) with <j> = 0 as special cases, was arrived at 
by three of the authors [14]. The expression is: 

T 17081* r / R a \ i / 3 > 
N u „ = l + 1 . 4 4 [ l - — j + [ ( _ ) - i j (6) 

where [ ]" is defined by: 

[X]- = (\X\+ X)/2 (7) 

where X is any quantity. Equation (6) has been found to fit very 
closely all available horizontal data for air for Rayleigh numbers up 
to 108 and is expected to be valid in the limit Ra -> °°. Replacing Ra 
by Ra cos 0 in equation (6) as suggested in the foregoing gives: 

T 1708 "I- r / R a c o s 0 \ i / 3 "]• 
Nu = 1 + 1.44 1 + ( - ) - 1 (8) 

L R a c o s 0 J LV 5830. / J 

and this equation will be used for comparison with experimental re­
sults. The support for this equation is weakest in the immediate 
postconductive regime (1708 < Ra cos 0 < ~104) for 30 deg < 0 < 60 
deg since longitudinal rolls have not been observed in this regime for 
air. 

E x p e r i m e n t 
Apparatus. The apparatus used in the experiment is essentially 

the same as that used previously to measure critical Rayleigh numbers 
for inclined air layers [4,18] and for horizontal air layers constrained 
by a honeycomb [16] and, hence, has been fully described elsewhere. 
Sketched in Fig. 2, it contains the air layer between two parallel iso­
thermal copper plates, each 56 X 61 X 1 cm. The upper plate is cooled 
and the lower heated, by two thermostatically controlled water 
streams which pass through tubes soldered to the rear side of each 
plate, thereby maintaining a uniform temperature difference (of the 
order of 10 K and measured by four copper-constantan thermocou­
ples) across the air layer. The heat flux is measured at the lower plate 
and only in the central 13 X 13 cm area of that plate. The air layer is 
bounded at the periphery of the plates by means of aluminum foil 
stretched from one plate to the other and firmly attached to each 
plate. This foil maintains a linear temperature rise from the cold to 
the hot plate, thereby assuring no net loss of heat from the air layer 
at the periphery. The plates are inserted into a vacuum (or pressure) 
vessel in which the air pressure can be varied from 10 Pa to 700ft Pa. 
This provision for varying the pressure permits varying the Rayleigh 
number over a wide range without altering the plate spacing (or layer 
width, L) or the temperature difference. The whole system, including 
the vacuum vessel can be rotated about a horizontal axis so as to 
provide any value of 0 desired. 

The apparatus has been checked for dynamic similarity in the 
horizontal case [14] by making sets of measurements with different 
plate spacings and/or different temperature differences, with the 
result that, when nondimensionalized, the data lie closely together. 
Such a check for the inclined layer, with 0 = 1 5 deg, is shown in Fig. 
3 where dimensionless results for two different temperature differ­
ences are plotted on the same graph. The data are seen to lie closely 
together. The slight disagreement around Ra = 17,000 is thought to 
be associated with the hysteresis effect noted by Krishnamurti [17] 
around this Rayleigh number. 

Procedure. Runs were taken with settings for 0 of 15, 30, 45, 60, 
and 75 deg. In all runs the plate spacing (or layer width, L) was 1.27 
cm (0.50 in.). The temperature difference, AT", was nominally between 
12 and 15 K for all runs except at 0 = 15 deg where runs were made 
at two different temperature difference settings, as discussed in the 
foregoing. In each run, the air pressure was increased in approximately 
5 percent steps from slightly subcritical up to 700ft Pa (100 psia), the 
maximum pressure permissible for the vessel, giving roughly 10 per­
cent steps in the Rayleigh number, up to a maximum Ra of about 105. 
Readings of heat flux, temperature difference and pressure were taken 
at each step in pressure. 

The setting for the layer width, L of 1.27 cm (0.5 in.) was chosen as 
a compromise: too low a value limits the maximum Rayleigh number 

attainable; too high a value gives too low a value for the aspect ratio 
of the slot (H/L), and does not permit a proper sampling of the rolls 
or cells for the heat flux measurement. The actual aspect ratio was 
H/L = 48. Since the heat transfer was measured only at the central 
fifth of the length of the slot it is considered that the "turn-around" 
region of the base flow was not included in the heat flux measurement. 
Consequently, the measured results should correspond essentially 
to an infinite aspect ratio slot. 

R e s u l t s 
The experimental results for 0 = 15, 30,45, and 60 deg are plotted 

in Fig. 4 in the form of Nu versus Ra cos 0. Those data points, indi­
cated as being from the present study, but having Nu < 1.4, are in fact 
taken from [4]. (This latter article was concerned with transition, 
rather than heat transfer.) Also shown, for comparison, are the data 
of De Graaf and Van der Held [1, 2]. (In the cases of 0 = 15 deg and 
0 = 45 deg, the Nusselt numbers shown for these workers are actually 
arithmetic means of their measurements for 0= 10 deg and 20 deg, 
and for 0 = 40 deg and 50 deg, respectively. This procedure was nec­
essary since their step size in 0 was 10 deg rather than 15 deg.) Al­
though possessing greater scatter and a less uniform coverage of the 
Rayleigh number range, their data are in good agreement with the 
present data. This is of particular interest since these workers mea­
sured the heat transfer over the total area of the slot rather than just 
over the central region as was done in the present study. The close 
agreement between the two sets of data substantiates that the con-
vective heat transfer associated with the turn-around region of the 
base flow (including its counterpart at supercritical Rayleigh num­
bers) does not contribute significantly to the overall heat transfer 
across the layer. Also shown in Fig. 4 is the recommended correlation 
of the Housing Report [3] as reported by Tabor [19], for 0 = 45 deg, 
which agrees quite well with the present data although lying slightly 
below it. 

C o m p a r i s o n W i t h E x p e c t e d C o r r e l a t i o n E q u a t i o n 
Equation (8) is plotted in Fig. 4 to permit the comparison suggested 

earlier. For 0 = 1 5 deg the data are seen to agree well with this equa­
tion. Since longitudinal rolls are observed at this angle for Ra up to 
30,000 [2, 3], the agreement up to this Rayleigh number represents 
experimental verification of Clever's result and of its extension given 
in the Appendix. It is also noted that for high Rayleigh numbers the 
data are asymptotic to equation (5), thereby giving some experimental 
validation for this equation. 

For 0 = 30, 45, and 60 deg significant departures from equation (8) 
are observed, particularly in the immediate postconductive regime. 
The significance of these departures is a matter for further investi­
gation both experimentally and theoretically. There has not been any 
published reports so far indicating experimental verification of the 
existence of longitudinal rolls (x-independent flows) at these angles 
of inclination for air. Hence, these departures need not necessarily 
represent any disagreement with the theory presented herein. The 
fact that Hart [8] observed longitudinal rolls in water for Ra up to 5000 
and greater also has no necessary relevance to the present results, 
because the stability phenomena in inclined layers are strongly 
Prandtl number dependent [9]. 

It is to be noted here that the theoretical finding of x -independent 
flows in the postinstability regime is based on linear stability analysis 
which assume both the Boussinesq approximation and the validity 
of Squires theorem, and hence assume the existence of only two-
dimensional disturbances [6-9]. Departures from these assumptions 
may lead to three-dimensional flows in the postinstability regime. 
Perhaps these are the flows that are observed as "turbulence" by De 
Graaf and Van der Held. Clearly further theoretical analysis as well 
as flow visualization studies and heat transfer measurements for air 
layers at these angles of inclination are warranted. 

Revised Correlation Equation 
Since equation (8) does not fit the data well, a modified form, which 

does, was sought. In Fig. 5, the data for 0 = 30 deg are plotted in the 
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form Nu2 versus 1708/(Ra cos <ji), where Nu2 is defined by: 

r /Ra cos (P\ i/3 ")• 

If equation (8) were valid, the data would fall on the straight line 
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Table 1 Fitted values of / ( 0 ) (rounded) 

<p 15 deg 30 deg 45 deg 60 deg 0 deg 
f<<p) 0.25 0.75 1.00 0.95 0.0 
( s in l .80) 1 - 6 0 .283 0.712 0.980 0.923 0.0 

shown, (as is in fact observed when <j> = 0). However, although the 
intercepts are correct, the data appear to give a parabolic rather than 
linear fit. Plots for 4> = 45 deg and 60 deg show similar behavior. The 
following parabolic equation for NU2 was found to fit the data: 

T 1708 > / 
Nu2 = 1.44 1 (1 

L R a c o s ^ J \ •/(*) 
1708 \ 

Ra cos 0/ 
(10) 

provided the function f(tj>) was properly chosen. Values of /(<jl) ob­
tained by fitting equation (10) to the data are given in Table 1. 
The function: 

f(4>) « (sin 1.80)1-6 
(11) 

was found to be reasonable fit to/(<£), as indicated in Table 1. Com­
bining equations (9), (10) and (11), there results: 

T 1708 " 1 - / (sin 1.80)1-61708\ 
Nu = 1 + 1.44 1 ( 1 - - — ) 

L Ra cos </> J V Ra cos <j> / 
T /Ra cos 0 \ i/3 > 

This equation is plotted in Fig. 4 and is seen to fit the data closely. The 
maximum deviation of the data from equation (12) is about 5 percent, 
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the average deviation is less than 2 percent. Equation (12) is, therefore, 
the recommended correlation equation. 

The question arises: to what upper limit on 0 is equation (12) valid? 
Fig. 6 shows the comparison between equation (12) and the next angle 
for which we have data, namely 0 = 75 deg. Clearly, equation (12) is 
not as accurate for 0 this large. It is known that at this angle, the first 
instability of the conductive state is a shear flow instability rather than 
a buoyant instability, and for this reason we have not used the data 
at this angle in fitting f(<f>), choosing rather to treat it as part of a 
separate study. However, equation (12) can be used for 0 up to 75 deg 
if errors of up to 10 percent in Nu are acceptable. 

Conclusions 
1 Based on the results of measurements reported in this paper, 

equation (12) is recommended for calculating Nusselt numbers for 
free convective heat exchange through tilted air layers of high aspect 
ratio, having 0 < 0 < 60 deg and 0 < Ra < 105. This equation can be 
expected to give values for Nu with a maximum error about 5 percent. 
Equation (12) may also be used for 0 up to 75 percent but errors of 
up to 10 percent may be expected. From analogy with the horizontal 
layer, equation (12) is expected to be valid for Ra > 106, but except 
at 0 = 0, experimental confirmation is lacking. 

2 Provided only that the fluid flow is X-independent, the Nusselt 
number is a function of Ra cos 0 only, regardless of the Prandtl 
number. This result has been demonstrated analytically for all 0, and 
verified experimentally for air at 0 = 15 deg. 

3 For 30 deg < 0 < 60 deg, the Nusselt number is not a function 
of Ra cos 0 only. Further research is necessary to clarify this inter­
esting result. 
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APPENDIX 
Referring to Fig. 1, the following governing equations are readily 

derived from the fundamental conservation equations, assuming the 
Boussinesq approximation: 

au au aw 
—+—+—= 

ay az 
0 

ox 
1 Du Ra ( au l ap 

+ — s m 0 \F(z) — + F'(z)w\ - sin 0 8 + — = V2u 
Pr£>£ Pr I ax J ax 

1 Du Ra , au ap 
+ — sin 0 F(z) — + — = 

Pr Dt Pr ax ay 
V2u 

1 Dw Ra . 
1 sin ( 

Pr Dt Pr 

DO 
1- Ra sin < 

Dt 

aw 
F(z) cos < 

ax 

ap 
< + — --V2w 

F(z) - • 
ax 

Raw = V20 

where F(z) = (4z3 — 622 + 22)/24. In these equations, u, v, w, 6, and 
p represent the departure of the x, y, and z velocity components, 
temperature and pressure, respectively, from their corresponding 
values in the conduction regime. (The conduction regime is charac­
terized by u = u = 0 and aw/'ax = 0; solutions for this regime are given 
for example, in [9].) All quantities have been dedimensionalized, using 
the scale a/L for velocity, pa2/L2 for pressure, Da/gf}L3 for tempera­
ture; L2/a for time; and L for length. The boundary conditions are: 
u = u = w = B = 0atz = 0, 1. The Nusselt number is given by: 

Nu = l + L ( " ) 
l a \ d2 /z=0 

Ra \az 

If now, the velocity and temperature fields are assumed to be x -
independent, all terms in a/ax vanish. In the resulting equations, if 
Ra, 8 and u are scaled according to: 8 = 8 cos 0; Ra = Ra cos 0; and u 
= u/tan 0, there results: 

av aw 
— + — = 0 
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with u • 8 = 0 at z = 0, 1; and the Nusselt number is 

1 /a'0\ 
Nu = 1 + — ( —) 

Ra \3z/i=o Ra \az/ j= 

Since these equations and boundary conditions are all independent 
of 0 it follows that 8 and Nu are dependent only upon Ra and Pr, as 
required. 
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The Effect of Heater Size, 
Location, Aspect Ratio, and 
Boundary Conditions on Two-
Dimensional, Laminar, Natural 
Convection in Rectangular 
Channels 
The effect of localized heating in rectangular channels was studied by solving the partial 
differential equations for the conservation of mass, momentum, and energy numerically 
using an unsteady state formulation and the alternating-direction-implicit method. The 
heating element was a long, horizontal, isothermal strip located in one, otherwise-insu­
lated vertical wall. The opposing wall was maintained at a lower uniform temperature 
and the upper and lower surfaces were insulated or maintained at the lower tempera­
ture. Computations were carried out for Pr = 0.7, 0 < Ra < 105, a complete range of heat­
er widths and locations and a wide range of aspect ratios. Flow visualization studies and 
comparison with prior computed results for a limiting case confirm the validity of the 
computed values. The computed rates of heat transfer and circulation provide guidance 
for locating heaters or coolers. 

Introduction 

Natural convection in enclosures has received increasing atten­
tion in recent years. This attention is due in part to recognition of 
the importance of this process in many diverse applications such 
as home heating, solar collectors, cryogenic storage, thermal insu­
lation, crystal growth, nuclear reactor design, and furnace design. 
Interest has also been generated by improved facility in the solu­
tion of the partial differential equations describing the process. 
These solutions have generally been limited to two-dimensional, 
laminar motion in enclosures in which the bounding walls were 
taken to be isothermal, uniformly heated, and perfectly insulated. 

In many applications heating takes place over a narrow segment 
of one of the vertical walls. The objective of this investigation has 
been to determine the influence of the size and location of the 

1 Currently with Exxon Production Research Co., Houston, Texas. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division June 2,1975. Paper No. 76-HT-W. 

heating element on the flow field and on the rate of heat transfer 
in such a situation. Most practical applications involve turbulent 
three-dimensional motion. However, such behavior is beyond 
present theoretical capabilities. Hence it was decided to confine 
the investigation to conditions such that the motion is laminar and 
essentially two-dimensional. This problem is of some practical im­
portance as well as being a stepping stone to the more general one. 
Even with the foregoing restrictions the possible boundary condi­
tions are almost unlimited. The following conditions were, there­
fore, selected merely as illustrative. The enclosure is a long hori­
zontal channel with a rectangular cross section. The heating ele­
ment is a long, horizontal, isothermal strip in an otherwise-insulat­
ed, vertical wall. The width and location of the heating element are 
considered variables. The opposing vertical wall is maintained at a 
uniform lower temperature. The upper and lower surfaces are in­
sulated or maintained at the lower temperature. The coordinate 
system and thermal boundary conditions for this problem are 
shown in Fig. 1. The calculations and experiments were carried out 
for aspect ratios (h/w) from 0.4 to 5, a range of Rayleigh numbers 
from 0 to 105 and for Pr = 0.7. 

Theoretical solutions were sought by solving numerically the 
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Fig. 1 Coordinate system and thermal boundary conditions 

partial differential equations governing the conservation of mass, 
momentum, and energy. These computations were checked against 
prior solutions for limiting cases. Experiments were carried out to 
provide a check on the applicability of the mathematical model for 
the chosen conditions. 

Further details concerning all aspects of this work are given by 
Chu [l].2 

P r i o r Work 
Natural convection in a square, horizontal channel with the ver­

tical walls at uniform temperature has received detailed attention. 
This work has recently been reviewed by Probert, et al. [2] and will 
be referred to only in comparison with the results of this investiga­
tion. Torrance and Rockett [3] studied natural convection induced 
by a small, circular disk at uniform temperature in the floor of cir­
cular and rectangular enclosures by solving simplified, two-dimen­
sional partial differential equations numerically for Pr = 0.7 and 4 
X 104 < Gr < 4 X 1010. They found that the flow patterns were not 
affected significantly by heater location except when the disk was 
located within a few diameters of the vertical walls. Torrance, et al. 
[4] photographed the flow patterns for these conditions and found 
excellent agreement with the theoretical predictions. Erb [5] has 
carried out similar studies in a horizontal cylinder. 

M a t h e m a t i c a l Mode l 
To represent the problem described in the Introduction the gen­

eral equations of motion were simplified by adopting the well-
known Boussinesq approximation for the gravitational term, as­

suming physical properties otherwise constant and neglecting dis­
sipation. Nondimensionalizing the simplified equations, eliminat­
ing the pressure between the two momentum equations and intro­
ducing a dimensionless stream function and vorticity then result in 

af af af a* a2f a2f 
— + U — +V— + Gr — + — - + — L 

ST aX aY aY aX2 aY2 

a<J> a$ 
— + U — 
ST aX 
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and 

a * 1 / a 2 * a 2 $ \ 
+ V— = — (—- + ) 

aY Pr \aX2 aY2/ 

= a2j, a2j, 

aX2 aY2 

a\b a\l 
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aY aX 

The initial and boundary conditions are 

at T = 0, 0 < X < 1, 0 < Y < w/h 

* = *o(X, Y ) a n d f = f 0 ( X , Y) 

L L 
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'• Numbers in brackets designate References at end of paper. The dimensionless symbols are all defined in the Nomenclature. 

- N o m e n c l a t u r e -

g = gravitational acceleration 
Gr = g§ (TA - Tcc)h3/v2 = Grashof num­

ber 
h = height of enclosure 
k = thermal conductivity of fluid 
L = £/h = dimensionless width of heating 

element 
£ = width of heating element 
Nu = q£/k(Th — Tc) = mean Nusselt num­

ber 
Pr = via = Prandtl number 
q = mean heat flux density through heated 

strip 
Ra = g$(Th - Tc)h

3/va = Rayleigh num­
ber based on height of channel 

Ra' = gP(Th - Tc)w
3/va = alternative 

Rayleigh number based on width of 
channel 

s = distance of center of heating element 
from top of enclosure 

S = s/h = dimensionless location of heat­
ing element 

t = time 
T = temperature 
u = velocity component in x -direction 
U = uh/v = dimensionless velocity compo­

nent in X -direction 
v = velocity component in y -direction 
V = vh/v = dimensionless velocity compo­

nent in Y-direction 
w — width and height of enclosure 
x = distance from top of enclosure 
X = x/h = dimensionless distance from top 

of enclosure 
y = distance from wall containing heating 

element 

Y = y/h = dimensionless distance from 
wall containing heating element 

a = thermal diffusivity 
/3 = volumetric coefficient of expansion 

with temperature 
f = aV/aX — aU/aY = dimensionless vor­

ticity 
v — kinematic viscosity 
T = tv/h2 = dimensionless time 
* = (T - Tc)/(Th - Tc) = dimensionless 

temperature 
4> = dimensionless stream function (see 

equation (4)) 

Subscripts 

c = cold surfaces 
h = hot surface 
max = maximum 
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Numerical Procedure
A detailed discussion of the problems of convergence and stabil­

ity connected with the numerical solution of this problem is be­
yond the scope of this paper and has been presented elsewhere [6).
The procedures and relevant conclusions in this regard are, how­
ever, summarized in the following paragraphs.

The derivatives in the mathematical model (equations (1)-(10))
were first approximated by finite differences at a series of grid
points. The resulting set of algebraic equations was then solved
with the assistance of a digital computer. The spatial derivatives of
temperature, vorticity, and stream function were approximated by
second-order central differences. First-order differences were used
for the time derivatives. The finite-difference equations were for­
mulated and solved using the ADI (alternating-direction-implicit)
method developed by Douglas and Peaceman [7) for conduction
and adapted by Wilkes and Churchill [8), Samuels and Churchill
[9), Ozoe and Churchill [10), and others for natural convection in
enclosures. The temperature field at r + !:>r was obtained by solv­
ing in tri-diagonal form the finite-difference approximations of
equation (2) for the two half-time steps. The vorticity field was
computed similarly using the advanced temperatures but leaving
the vorticities of the boundaries at their prior value. The stream
function field was calculated from the advanced vorticity using a
fictitious unsteady-state term and hence the ADI method, as pro­
posed by Samuels [11). The velocity components were computed
from the stream function using fourth-~derdifferences for greater
accuracy, as proposed by Wilkes [12). The temperature gradient
was calculated at both the hot strip and the cold wall using first-,
second-, and third-order differences. The mean heat flux was then
obtained by integration using Simpson's rule. The trapezoidal rule
was used for the end point whenever an even number of grid points
was encountered. The mean heat flux was also calculated at each
vertical cross section using a second-order central difference for
the conductive term and the central value for the convective term
and integrating as before. '

Since only the steady-state behavior was sought, the choice of
initial conditions was arbitrary. Some calculations were started
from uniform temperature and no motion. However, less comput­
ing time was required if the steady-state solution for one situation
(Gr, S, and L) was used as the starting condition for another situa­
tion.

The finite difference representation was nonconservative. This
proved to have an unexpected advantage for the steady-state re­
sults. When a coarse grid-size was used the mean heat flux calcu­
lated at the cold surface fell above and at the hot surface fell below
the true value. As the grid size was decreased these fluxes con­
verged to the same value, providing a useful measure of the rate of
convergence. The error for a given grid-size increased with the
Grashof number. For the hot surface the third-order approxima­
tion for the temperature gradient was found to converge most rap­
idly but for the cold surface the first-order approximation was
best. The heat flux calculated at the central plane was more accu­
rate than at the surfaces. (Here accuracy is defined as agreement
with the value obtained by extrapolation of the results for several
grid-sizes to zero grid-size, as illustrated in references [1,6).)

Calculations with the ADI method are unconditionally stable for
any I:>.r for linear problems. However, for coupled, nonlinear prob­
lems an optimum !:>r generally exists and must be found by trial
and error. For pure conduction I:>.r = 0.01 was found to be satisfac­
tory. As Ra increased it was found desirable to decrease !:>r to
avoid oscillations and a value of !:>r = 0.0005 was used at Ra = 105.

A satisfactory approximation for the steady state was generally at­
tained before r reached 1.0.

The corresponding CPU-time on the University of Pennsylvania
IBM-370/65 computer was 10-15 s for a square channel with the
isothermal boundary condition and a 10 X 10 grid. A 20 X 20 grid
required three times as long. The adiabatic boundary condition re­
quired a 50-100 percent increase in computing time. For aspect ra­
tios other than 1.0 the computing time was roughly proportional to
the number of grid points.
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The calculations were effectively limited to Ra :5 105 by numeri­
cal instability associated with the boundary condition for vorticity.
Iteration for these values would probably have extended the range
of Ra but would have required excessive computer time.

Experimental Work
A 25.4 X 25.4 X 152.4-mm cavity was formed by a 5.08-mm thick

copper block and a 31.75-mm thick Plexiglas block. A 5.0R-mm
strip of Nichrome resistance ribbon was used as the heater. A sec­
ond copper block and heater were installed on the other side of the
Plexiglas block to minimize heat losses. The copper blocks were
clamped to the Plexiglas block and could be adjusted up and down
to vary the location of the heating strip within the cavity. Clear
Plexiglas plugs were mounted on the ends of the cavity to permit
vieWIng. Thermocouples were mounted at various locations on the
heater strips, on the copper block, and in the Plexiglas block. The
entire apparatus was immersed in a water bath maintained at uni­
form temperature.

Cigarette smoke was used to visualize the flow pattern. lllumi­
nation was provided through a vertical slit in the copper hlock.
Photographs were taken with a Nikon F 35 mm camera and Kodak
Tri-X film. The lamp was turned on only when taking pictures.

Test of Results
The experimental streamlines in Fig. 2 for a square isothermal

channel, with Ra = 100,000,llh = 0.2 and slh = 0.8 can be com­
pared with the computed stream function in the right lower quad­
rant of Fig. 4. The agreement is excellent in all respects even
though the walls of the cell were not exactly isothermal and adia­
batic in the experiments. Similar agreement was observed for all
experimental conditions, assuring that the correct mode of circula­
tion was computed.

The heat transfer rates computed for the limiting case of a com­
pletely heated wall (tlh = 1.0) in a square channel with insulated
top and bottom surfaces are in excellent agreement with the com­
puted results of previous investigators, including Wilkes and Chur­
chill [8), de Vahl Davis [13), Elder [14), MacGregor and Emery
[15), and Boyack and Kearney [16).

These comparisons together with the tests for convergence, sta­
bility, independence from the initial condition, and independence
from the size of the time step, suggest that the numerical results
are a valid solution of the mathematical model.

Temperature and Stream Function Fields
The computed stream functions and isotherms for a 20 X 20 grid

in a square isothermal channel with Ra = 100,000 and Ilh = 0.2
are plotted as bands in Figs. 3 and 4 for several heater locations.
The isothermal bands, each representing 10 percent of the overall
temperature difference, are quite distorted and the outward ones
have a stomach-like shape. The greater displacement of the bands
from the heater indicates that the rate of heat transfer increases as
the heater is lowered. Fig. 4 suggests that this increase in heat
transfer is associated with lessened drag across the top wall, and

Insulation ...

Heater ..

Insulation ...

FIg. 2 Experimental streamlines for strong convecllon In a square chan­
nel cooled on three sldes-Ra = 100,000, sth =0.8, tlh =0.2
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s/h - 0.4 s/h = 0.8 

Fig. 3 Computed isotherms for strong convection in a square channel 
cooled on three sides with various heater locations—Ra = 100,000, tlh = 
0.2{AX = AK = 0.05) 
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Fig. 4 Computed streamlines for strong convection in a square channel 
cooled on three sides with various heater locations—Ra = 100,000, tlh = 
0.2 (AX = AY = 0.05) 

with more symmetrical and stronger circulation. The stream func­
tion bands represent 10 percent of the range from 0 at the wall to 
the indicated maximum value at the center of circulation. These 
values differ somewhat from those in subsequent plots owing to 
the difference in grid size. The waviness in the outer stream func­
tion along the bottom for s/h = 0.8 actually developed into a sec­
ondary circulation as Ra was increased still further. 

Effect of Heater Location 
Figs. 5, 6, and 7 illustrate the dependence of \pmas and Nu on 

heater location for t/h = 0.2 in a square channel with Ra as a pa­
rameter. These values were computed for a 10 X 10 grid but the 
trends do not differ significantly from those obtained by extrapo­
lation of values for AX = 0.2, 0.1, and 0.05 to zero grid-size. The 
values of i^max do not differ greatly for the two boundary condi­
tions and are plotted together. The rates of heat transfer are much 
higher for the isothermal condition and are plotted separately to 
avoid confusion. As the Rayleigh number increases the heater loca­
tion for maximum circulation shifts downward (s/h increases). The 
increased space available for development of the flow after heating 
is presumably responsible for this behavior. As Ra is increased the 
heater location for maximum heat transfer shifts from the top to 
the bottom of the cavity because of the increase in circulation 
noted in the foregoing. For the isothermal boundary condition Nu 
must approach infinity when the heater reaches the top and bot­
tom (s/h — 0.1 and 0.9 for tlh = 0.2) for all Ra. These singularities 
do not exist for the adiabatic case. Figs. 6 and 7 also demonstrate 
that conduction is the predominant mechanism for heat transfer 
up to Ra = 1000 even though some circulation occurs for all 
R a > 0 . 

These same values of Nu and t , are plotted versus each other 
in Figs. 8 and 9, revealing a surprisingly complex relationship be­
tween the rate of heat transfer and the rate of circulation. For the 
adiabatic case in Fig. 8 either a high or low rate of circulation can 
be attained for the same rate of heat transfer by the choice of heat­
er location. Conversely, the same rate of circulation (as measured 
by i/wx) can be attained for two different rates of heat transfer. 
This multiplicity also occurs for the isothermal case but the range 
is more restricted as indicated in Fig. 9. 

E f f e c t of H e a t e r S ize 
Figs. 10 and 11 illustrate the dependence on heater size in a 

square channel with a centrally located heater (s/h = 0.5). These 
calculated values are also for a 10 X 10 grid. As the heater size is 
increased above 20 percent of the wall height the circulation is 
seen to increase only slightly. The rate of heat transfer behaves 
similarly for the adiabatic case but approaches infinity. 

It should be noted that the mean Nusselt number for the cooled 
surface with the entire cooled perimeter as the characteristic 

HEATER LOCATION I s / h i 

Fig. 5 Effect of heater location and Rayleigh number on rate of circula­
tion in a square channel—tlh = 0.2 (AX = A V = 0.1) 
— O — isothermal horizontal walls 

D adiabatic horizontal walls 
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HEATER LOCATION (s /h l 

Fig. 6 Effect of heater location and Rayieigh number on rate of heat 
transfer in a square channel with cooled horizontal walls—tlh = 0.2 ( A x 
= A / = 0.1) 
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Fig. 9 Relationship between rates of heat transfer and circulation in a 
square channel with cooled horizontal walls—tlh = 0.2 (AX = AY = 0.1) 
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Fig. 7 Effect of heater location and Rayieigh number on rate of heat Fig. 10 Effect of heater size and Rayieigh number on rate of circulation in 
transfer in a square channel with insulated horizontal walls—tlh = 0.2 a square channel—s/h = 0.5 (AX = AV = 0.1) 
(AX = AV = 0.1) — O — isothermal horizontal walls 
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Fig. 8 Relationship between rates of heat transfer and circulation in a 
square channel with insulated horizontal walls—tlh = 0.2 (AX = AY = 
0.1) 

length is numerically equal to the mean Nusselt number for the 
heating element with t as the characteristic length. 

The variation of Nu with tlh predicted by boundary layer theo­
ry (using half the temperature difference in Ra, and t as the char­
acteristic length) is included in Fig. 11 for Ra = 62,500. The com­
puted rate for the enclosure with cooled top and bottom surfaces is 
significantly greater than this prediction indicating that the in­
creased cooling predominates over the increased drag. The oppo­
site discrepancy is obtained for insulated top and bottom walls. 

Effect of Aspect Ratio 
For a given heater size and location the effect of aspect ratio 

(h/w) can be investigated by varying either the height or the width 
of the channel while keeping the same heater width and location. 
The former condition will be considered first with the invariant 
width of the cavity used as the characteristic length in the alterna­
tive Rayieigh number, Ra'. The stream functions and isotherms in 
the upper square section of channels with aspect ratios of 2.0, 3.0, 
3.4, and 5 are shown in Fig. 12 for the isothermal case and the indi-
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Fig. 11 Effect of healer size and Rayleigh number on rate of heat trans­
fer in a square channel—s/h = 0.5 (AX = AY = 0.1) 
—O— isothermal horizontal walls 
— D — adiabatic horizontal walls 

boundary layer theory 

cated illustrative conditions. It can be seen that a secondary flow 
with circulation in the opposite direction develops at the upper 
surface as the height increases. Somewhat similar behavior was at­
tained as Ra' was increased form 6250 to 25,000 for a fixed aspect 
ratio of 4.0. The secondary cell eventually weakens the primary 
circulation as indicated in Fig. 13 for the isothermal case. For pure 

Fig. 13 Effect of cavity height and Rayleigh number on rate of circulation -
e/w = 0.2, s/h = 0.5 (AX = AY = 0.1) 

conduction the rate of heat transfer decreases as the aspect ratio 
increases as indicated in Fig. 4. For large Ra' the rate of heat trans­
fer decreases, the increase being due to greater circulation and the 
decrease due to the greater distance to the cold horizontal wall. In­
termediate behavior is observed for intermediate values of Ra'. 

Secondary motion does not occur for the adiabatic boundary 
condition. Hence the dependence of i/wx and Nu on h/w is quite 
different. However, the rate of heat transfer for the two boundary 
conditions is seen to approach the same value as the aspect ratio 
increases. 

The effect of varying the width of the cavity while keeping the 
width and location of the heating element constant is finally con­
sidered with the characteristic length in the Rayleigh number, Ra, 
now chosen to be the fixed height of the cavity. The variation of 
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Fig. 12 Effect of cavity height on stream functions and isotherms in the 
upper square section of channels with cooled horizontal walls—Ra' = 
62,500, Uw- 0.2, s/h = 0.5, (AX = AV = 0.1) 
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Fig. 14 Effect of cavity height and Rayleigh number on rate of heat trans­
fer— t/w = 0.2, s/h = 0.5 (AX = A Y = 0.1) 

Fig. 15 Effect of cavity width and Rayleigh number on rate of circulation— 
eih = 0.2, s/h = 0.5(AX = AV = 0.1) 

'/'max and Nu is shown in Figs. 5 and 6. For the isothermal case i/'max 
increases for all Ra as the width is increased. Nu also increases, ex­
cept for pure conduction (Ra —• 0). The behavior for insulated hor­
izontal surfaces is more complicated. At high Ra a maximum and 
then a minimum in the rate of circulation is observed as the width 
is increased owing to the competitive effects of decreased drag and 
decreased heat transfer. The minimum disappears as Ra decreases. 
As the width decreases, the rate of circulation necessarily becomes 
the same as for isothermal horizontal surfaces. The rate of heat 
transfer generally decreases as the width increases. The rates of 
heat transfer for the two boundary conditions again approach one 
another as the width is decreased. 

Discussion 
A computer program has been developed for the computation of 

the temperature and velocity field in two-dimensional laminar nat­
ural convection with a heater in the form of a long, horizontal, iso­
thermal strip of arbitrary width and location on an otherwise-insu­
lated, vertical wall of a rectangular channel. The computed flow 
patterns were found to be in agreement with experimental results, 
and the computed heat transfer rates for limiting conditions with 
prior computations. Illustrative numerical results have been pre­
sented herein for Pr = 0,7. Numerical values are presented only for 
finite grid-size but the values obtained from the computer can 
readily be extrapolated to zero grid-size if desired. 

The relationship between the circulation pattern and the rate of 
heat transfer has been found to be quite complex, and indicates 
the possibility of maximizing or minimizing the rate of circulation 
for a given rate of heat transfer or vice versa. Conduction was ob­
served to be the predominant mechanism for heat transfer for Ra 
< 1000 even though some circulation occurs for all Ra > 0. The re<-
suits herein, when expressed in terms of Ra, S, and L, would be ex­
pected to be approximately valid for any Newtonian fluid with Pr 
> 0.7 [10]. 

Boundary layer theory for a vertical heated plate does not ap­
pear to be useful for prediction or correlation of the computed 
values. 

The choice of the characteristic dimension in the Rayleigh num­
ber is arbitrary but affects the magnitude significantly. For exam­
ple the use of the width of the heating element instead of the 
height of the enclosure would decrease the indicated magnitudes of 
Ra by a factor of (llhf = 8 X 10~3 for t/h = 0.2. 

O-

6.2 5 >1Q3 

~ - - n - ^ 6.25 ' 1 0 

Fig. 16 Effect of cavity width and Rayleigh number on rate of heat trans­
fer— tlh = 0.2, s/h = 0.5, (AX = AV = 0.1) 

References 
1 Chu, H. H.-S., "Natural Convection in a Closed Cavity With Local­

ized Heating on One Vertical Wall," PhD thesis, University of Pennsylvania, 
Philadelphia, 1974. 

2 Probert, D., Brooks, R. G., and Dixon, M., "Heat Transfer Across 
Rectangular Cavities," Chemical Process Engineering, Heat Transfer Sur­
vey, Vol. 42,1970, pp. 35-40. 

3 Torrance, K. E., and Rockett, J. A., "Numerical Study of Natural 
Convection in an Enclosure With Localized Heating From Below-Creeping 
Flow to the Onset of Laminar Instability," J. Fluid Mech., Vol. 36,1969, pp. 
33-54. 

4 Torrance, K. E., Orloff, L., and Rockett, J. A., "Experiments on Nat­
ural Convection in Enclosures With Localized Heating From Below," J-
Fluid Mech., Vol. 36,1969, pp. 21-31. 

200 / MAY 1976 Transactions of the ASME 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



5 Erb, R. I., "Interferometric Study of Natural Convection Inside a 11 Samuels, M. R., "Stability of a Fluid in a Long Horizontal Rectangu-
Horizontal Cylindrical Cavity," MS thesis, Air Force Institute of Technolo- lar Cylinder Heated From Below," PhD thesis, University of Michigan, Ann 
gy, Mar. 1965. Arbor, 1966. 

6 Chu, H. H.-S., and Churchill, S. W., "The Development and Testing 12 Wilkes, J. 0., "The Finite Difference Computation of Natural Con-
of a Numerical Solution for Laminar Natural Convection in Enclosures," vection in an Enclosed Rectangle," PhD thesis, University of Michigan, Ann 
Preprint No. 57e, 80th National Meeting, AIChE, Boston, Sept. 1975. Arbor, 1963. 

7 Douglas, J., Jr., and Peaceman, D. W., "Numerical Solution of Two- 13 deVahl Davis, G., "Laminar Natural Convection in an Enclosed Rec-
Dimensional Heat Flow Problems," AIChE Journal, Vol. 1, 1955, pp. 502- tangular Cavity," International Journal of Heat and Mass Transfer, Vol. 
512. 11, 1968, pp. 1675-1692. 

8 Wilkes, J. 0., and Churchill, S. W., "The Finite-Difference Computa- 14 Elder, J. W., "Numerical Experiments With Free Convection in a 
tion of Natural Convection in a Rectangular Enclosure," AIChE Journal, Vertical Slot," Journal of Fluid Mechanics, Vol. 24,1966, pp. 823-843. 
Vol. 12,1966, pp. 161-166. 15 MacGregor, R. K., and Emery, H. A., "Free Convection Through Ver-

9 Samuels, M. R., and Churchill, S. W., "Stability of a Fluid in a Rec- tical Plane Layers—Moderate and High Prandtl Number Fluids," JOUR-
tangular Region Heated From Below," AIChE Journal, Vol. 13, 1967, pp. NAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 91, 1969, pp. 
77-85. 391-403. 

10 Ozoe, H., and Churchill, S. W., "Hydrodynamic Stability and Natural 16 Boyack, B. E., and Kearney, D. W., "Heat Transfer by Laminar Nat-
Convection in Ostwald-deWaele and Ellis Fluids: The Development of a Nu- ural Convection for Low Aspect Ratio Cavities," ASME Paper No. 72-HT-
merical Solution," AIChE Journal, Vol. 18, pp. 1196-1207. 52. 

C O N T E N T S ( C O N T I N U E D ) 

TECHNICAL NOTES 

308 Mean Beam Lengths for Spheres and Cylinders 
A. T. Wassel and D. K. Edwards 

310 Radiation Heat Transfer Through Molecular Gases at Large Optical Depth 
D. A. Nelson 

311 Determination of Configuration Factors of Irregular Shape 
R. Farrell 

313 Unsteady and Two-Dimensional Flow of a Condensate Film 

S. D. R. Wilson 

315 Evaporation and Heating With Turbulent Falling Liquid Films 

R. A. Seban and A. Faghri 

319 Heat Transfer Across a Turbulent Falling Film With Cocurrent Vapor Flow 
G. L. Hubbard, A. F. Mills, and D. K. Chung 

321 Locally Nonsimilar Solution for Laminar Free Convection Adjacent to a Vertical Wall 
Tsai-tse Kao 

322 Combined Free and Forced Convection in Inclined Circular Tubes 
J. A. Sabbagh, A. Aziz, A. S. El-Ariny, and G. Hamad 

324 Transient Response of Straight Fins (Part II) 

N. V. Suryanarayana 

326 Thermal Analysis of a Fast-Moving Slab in Two Adjacent Temperature Chambers 

L. S. Yao, C. L. Tien, and S. A. Berger 

329 Transient Temperature Rise in Layered Media 
H. Domingos and D. Voelker 

331 Thermal Contact Conductance of Lead Ferrite and Boron Nitride 
L. S. Fletcher and W. R. Ott 

332 A Correction to Noncircular Duct Hot Patch Data 
C. C. Maneri and R. E. Schneider 

334 A Theoretical Study of Thermally Developing Fully Turbulent Boundary Layer Flow 

L. C. Thomas 

336 Packed Thermal Storage Models for Solar Air Heating and Cooling Systems 
P. J. Hughes, S. A. Klein, and D. J. Close 

DISCUSSION 

339 Discussion on a previously published paper by S. C. Yao and V. E. Schrock. 

340 Discussion on a previously published paper by M. Shoukri and R. L. Judd. 

342 Call for Papers—Symposium on Turbulent Shear Flows 

343 1976 Winter Annual Meeting—Bioengineering Symposium 

ERRATA 

302 Erratum: R. N. Smith and R. Grief, "Turbulent Transport to a Rotating Cylinder for Large Prandtl or 
Schmidt Numbers," published in the Nov. 1975 issue of the JOURNAL OF HEAT TRANSFER, pp. 
594-597. 

302 Erratum: R. D. Gasser and M. S. Karimi, "Onset of Convection in a Porous Medium With Internal 
Heat Generation," published in the Feb. 1976 issue of the JOURNAL OF HEAT TRANSFER, pp. 
49-54. 

ADDENDUM ' 

344 Addendum to: "Laminar Free Convection Over Two-Dimensional and Axisymmetric Bodies of Ar­
bitrary Contour," by F. N. Lin and B. T. Chao, JOURNAL OF HEAT TRANSFER, TRANS. ASME, Se­
ries C, Vol. 96, 1974, pp. 435-442. 

Journal of Heat Transfer MAY 1976 / 201 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



H. Ozoe 
Department of Industrial and Mechanical 

Engineering, School of Engineering, 
Okayama University, 

Okayama, Japan 

K. Yamamoto 
Kobe Steel, Ltd., 

Kobe, Japan 

S. W. Churchill 
Department of Chemical and Biochemical 

Engineering, University of Pennsylvania, 
Philadelphia, Pa. 

H. Sayama 
Department of Industrial and 

Mechanical Engineering, 
School of Engineering, 

Okayama University, 
Okayama, Japan 

Three-Dimensionalp Numerical 
Analysis of Laminar Natural 
Convection in a Confined Fluid 
Heated From Below 
An improved model and algorithm were developed for the numerical solution of three-
dimensional, laminar natural convection in enclosures. Illustrative calculations were car­
ried out for heating from below in a cubical box, a long channel with a square cross section 
and in the region between infinite, horizontal plates. The results are in good agreement 
with prior experimental and theoretical results. For the infinite flat plates the three-di­
mensional model correctly produces a two-dimensional solution. For the cube the solution 
produces different stable solutions depending on the initial conditions. A fluid-particle 
path is shown to be a good method of illustrating the three-dimensional motion. In the 
cube and in each cubical cell in the channel this streak-line was found to consist of a pair 
of double helices. 

Introduction 

Three-dimensional analysis is difficult because three nonlinear 
momentum equations must be solved in addition to the mass and 
work by Aziz and Heliums [ l]1 who computed the fluid motion and 
temperature field in a cube heated from below. Except for limiting 
cases, natural convection in a confined fluid is necessarily three-
dimensional and the proliferation of two-dimensional, numerical 
solutions in the literature is based on mathematical convenience and 
perhaps reasonable approximation rather than on exact correspon­
dence to the physical world. 

Three-dimensional analysis is difficult because three nonlinear 
momentum equations must be solved in addition to the mass and 
energy equations. The boundary conditions are also much more 
complicated than for two-dimensional convection. Detail and error 
in the numerical integration increase by perhaps an order of magni­
tude over two-dimensional calculations. Numerical instability is also 
more of a problem. As a consequence the requirements of time and 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
November 13, 1975. Paper No. 76-HT-RR. 

memory are severe even by the standard of modern computers. 
Aziz and Heliums carried out numerical integrations for a hori­

zontal, diagonal roll-cell in a cube heated from below and obtained 
Nu = 1.65 for Pr = 1.0 and Ra = 3500. However Catton [2] obtained 
3446 for the critical Rayleigh number (Nu -> 1.0) by perturbation 
methods and Heitz and Westwater [3] obtained nearly the same value 
experimentally. This discrepancy is discussed in connection with the 
numerical results obtained herein. 

The objective of this paper is to develop a more general, efficient 
and accurate computational scheme for three-dimensional natural 
convection. Three geometrical configurations with heating from below 
were chosen for test calculations: the region between infinite, hori­
zontal plates; a cubical enclosure; and a long channel with a square 
cross section. The vertical sides of the cube and channel are assumed 
to be perfect insulators. 

Mathematical Model 
Three-dimensional, laminar, natural convection in a fluid with 

constant physical properties, other than the density in the buoyancy 
term, and with negligible viscous dissipation can be represented by 
the following equations for the conservation of mass, energy, and 
momentum: 

V-TT= 0 (1) 
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Case 1 

Case 2 

Case 3 

Fig. 1 Geometrical configurations 
Case 1—cubical enclosure 
Case 2—infinite horizontal plates 
Case 3—channel with a square cross-section 

and 

DT 

Dt 
= aViT (2) 

(3) 
Dv V P , 1 0 

Dt pa I o 

- £ / 5 ( T - T 0 ) ' 

In equation (3), the gravity vector has been taken to be in the z-di-
rection as indicated in Fig. 1. The equation of state for the fluid was 
assumed to be 

P = PO/[1 + 0(T - To)] (4) 

and the pressure to be represented by a dynamic plus a static term, 
such that 

VP = V F + / (5) 

Following Aziz and Heliums [1], a three-dimensional vorticity and 
vector potential were introduced to expedite the numerical solution 
of the model. Assuming p = po in the dynamic pressure term, taking 
cross-derivatives of the three components of equation (3) with x, y, 
and 2 and subtracting to eliminate the dynamic pressure terms, then 
introducing the vorticity for the derivatives of the velocity compo­
nents and finally dedimensionalizing gives 

1 /DQ - - ~ \ 
— [ (fi-V)V I 
Pr \ DT ) 

+ V2fi (6) 

The dimensionless vorticity is here defined as the curl of the dimen­
sionless velocity in terms of the dimensionless coordinates: 

a = vxv (7) 

A dimensionless vector potential is then defined such that its curl 
equals the dimensionless velocity vector: 

V=X7Xi 

This vector potential satisfied equation (1), i.e., 

V • V = V • (VX^) = 0 

and can be required to be solenoidal, i.e., 

(8) 

(9) 

• N o m e n c l a t u r e . 

g = gravitational vector 
g = acceleration due to gravity in z -direction 
H = distance between plates, height of 

channel and sides of cube 
k = thermal conductivity 
Nu = mean Nusselt number = qH/k(Th — 

Tc) 
P = pressure 
P' = dynamic pressure (see equation (5)) 
Pr = Prandtl number = via 
q = mean heat flux density over surface 
Ra = Rayleigh number = g0(Th - Tc)H

3/ai> 
T = temperature 
Tc = temperature of cold plate 
T/, = temperature of hot plate 
To = initial temperature = (T/, + Tc)/2 
t = time 

u = velocity component in x -direction 
U = dimensionless velocity component in 

X -direction = uH/a 
v = vector velocity 

V = dimensionless vector velocity = uH/a 
v = velocity component in y-direction 
V = dimensionless velocity component in 

y-direction = uH/a 
w = velocity component in z-direction 

(downward) 
W = dimensionless velocity component in 

2-direction (downward), wH/a 
x = horizontal coordinate (across channel) 
X = dimensionless horizontal coordinate 

(across channel) = x/H 
y = horizontal coordinate (down channel) 
V = dimensionless horizontal coordinate 

(down channel) = y/H 
z = vertical (downward) coordinate 
Z = dimensionless vertical (downward) 

coordinate = z/H 
a = thermal diffusivity 
0 = volumetric coefficient of expansion with 

temperature 

0 = fictitious dimensionless time in equation 
(15) 

v = kinematic viscosity 
p = density 
po = density at To 
T = dimensionless time = ta/H2 

4> = dimensionless temperature = (T — 
__ T0)/(Th - Tc) 
I/' = vector potential (see equation (8)) 
\pi = J-component of vector potential 
Q = vorticity vector (see equation (7)) 
fl; = j-component of vorticity vector 

Operators 

V = i(a/ax) + j(a/ay) + k(a/az) 
V = i(a/oX) + ](a/aY) + k(a/aZ) 
D/Dtjr (a/at) + u(a/ax) + v(a/ay) + w(a/az) 
D/DVT = (alar) + U(a/aX) + V(a/aY) + 

W(a/aZ) 
a — of the order of 
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V • <p = 0 (10) 

The vorticity is then related to the vector potential as follows: 

a = vxv = vx(vxi) = v(v • fa - v2^ = -vfy (n) 
The vorticity and temperature fields are obtained by solving equation 
(6) simultaneously with the energy equation in nondimensional form: 

D<l> - „ 
— = V 2 0 
DT 

(12) 

For the solenoidal case the vector potential can then be obtained by 
solving equation (11). The velocity is finally obtained from the vector 
potential through equation (8). 

Boundary Conditions 
The conditions on velocity and temperature follow from physical 

intuition. At Z = 0 and 1, the dimensionless temperatures are — \ and 
xk, respectively, and on all vertical walls the derivative of temperature 
normal to the wall is zero. On all rigid walls the three components of 
the velocity are zero. The boundary conditions on the vector potential 
are not so obvious. Since the principal difficulty in developing a so­
lution arose from their specification some discussion of this problem 
seems appropriate. The conditions for the cubical enclosure will be 
discussed here and then the modifications for the other geometries 
later. 

Aziz and Heliums [1] used the following conditions for the vector 
potential on the rigid walls at X = 0 and 1 as proposed by Hirasaki 
and Heliums [4] 

a^JaX = +y •0 (13) 

Similar conditions follow for the Y, = 0 and 1 and Z = 0 and 1 walls. 
The boundary conditions on the vorticity follow from those on the 
velocity under the presumption that the tangential derivatives of the 
velocity components are zero at the wall, but not necessarily the 
normal derivatives. For example for the walls at X = 0 and 1 

Qx 0, Qy = -
aW_ 

aX' az 

aV_ 

aX 
(14) 

The vorticity at the wall can be computed in two ways: (1) directly 
from the velocity gradient as in equation (14); or (2) from the vector 
potential. Initially, this second method was tried. However the re­
sulting velocity components did not extrapolate smoothly to zero at 
the boundaries. This suggests that the computed vector potential in 
the fluid does not couple strongly with the primitive condition that 
the velocity components be zero on the walls. 

The boundary conditions used by Aziz and Heliums for the vector 
potential can also be applied directly. These conditions require only 
that the normal component of the velocity be zero at the walls. For 
example to satisfy V = IV = 0 at the X = 0 and 1 walls it is necessary 
that a\j/x/aZ = a<j/z/aX and afy/aX = aipx/aY. This requires the si­
multaneous calculation of \j/x, fy and iiz because of the coupled con­
ditions on the walls. This process is both awkward and time consuming 
and was, therefore, not tried. 

As a fourth method all three components of the vector potential 
and two of the normal derivatives were equated to zero on each wall. 
The vorticity was computed from equation (11) but at different grid 
points than the vector potential, thus avoiding over-specification of 
the vorticity at the walls. This combination of boundary conditions 
was found to be satisfactory for all three geometrical configurations 
considered herein. However when subsequently tried for an inclined 
square channel it failed to yield the oblique roll-cell which has been 
observed experimentally. Hence, it cannot be relied on to produce the 
correct mode of circulation. 

Computation of the vorticity at the wall directly from the velocity 
gradient through equation (14) thus proved to be more successful than 
any of the other three methods and was finally used to obtain the re­
sults reported herein. The velocity components computed in this way 

extrapolate smoothly to the wall. When the vorticity on the wall is 
calculated from the velocity gradients it is corrected strongly from 
step to step. This procedure also resulted in better satisfaction of the 
solenoidal condition on the vector potential. The boundary conditions 
on the vector potential provided by equation (13) do not assure that 
the tangential velocity components are zero on the walls but that 
condition is satisfied implicitly through computation of the vorticity 
at the wall from the velocity. 

Numerical Method 
Equations (6) and (12) were solved by finite difference methods 

using the general three-dimensional AD1 (alternating direction-
implicit) method developed by Brian [5]. This computational pro­
cedure differs slightly from that used by Aziz and Heliums [1]. 

The first and second derivatives were approximated by central 
differences and the time derivatives by a first-order forward differ­
ence. Applying the ADI method to equations (6) and (12) produces 
first-order algebraic equations with a coefficient matrix of three di­
agonal components. The unknowns are solved line by line in the X-, 
Y-, and Z-directions. This numerical procedure is a simple extension 
of that for two dimensions. Because of the limited memory of the 
available computer the sides of the cube were divided into only eight 
segments, yielding 93 = 729 grid points. The steady-state solution was 
obtained as the limit of transient calculations using a dimensionless 
time step of 0.001. For each time step 9 X 9 or 7 X 7 matrices were 
solved about one thousand times by the Thomas method [6] to obtain 
the temperature and the three components of the vorticity. The three 
components of the vector potential were then obtained from the 
vorticity using equation (11) with an added, fictitious, unsteady term 
as proposed by Samuels and Churchill [7]: 

a'fy - a2i a2^ a2^ 
— = fi + + + 
aB aX2 aY2 aZ2 

(15) 

20 s were required to advance one time step on the NEAC TYPE 
2200/500 computer at the Okayama University Computing Center. 
This computer is about l/10th as fast as an IBM 360/75. From 200 to 
500 time-steps were required to approach the steady-state closely 
enough. The computations were limited to Pr = 10 but the results 
would be expected to provide a good approximation for all Pr > 1, just 
as they are known to for two-dimensional calculations [7]. 

Numerical Results 
Case I—Cubical Enclosure Heated From Below. Aziz and 

Heliums [1] computed a roll-cell with a horizontal and diagonal axis. 
In order to obtain this same mode of circulation the numerical cal­
culations herein were started from 0 = 0 with two hot and two cold 
finite-difference elements located in the Z = 0.5 plane as shown in Fig. 
2(a). Calculations were also started from 0 = 0 with the series of hot 
and cold finite-difference elements located in the Z = 0.5 plane as 
shown in Fig. 2(6). The resulting roll-cell had an axis horizontal and 
parallel to the Y = 0 and 1 walls as indicated. Both of these modes of 
circulation were stable according to the numerical analysis. Other 
stable modes might also be computed with different initial conditions. 
The computations for the second (nondiagonal) mode were carried 
out for Ra = 4000, 6000, and 8000. The mean Nusselt numbers com­
puted at the Z = 0.5 plane are listed in Table 1. The critical Rayleigh 

Table 1 Computed values of Nu at Z = 0.5 
for AX = AY = AZ = 0.125 

Ra 
2000 
2600 
3000 
4000 
6000 
8000 

Cubical box 
— 
— 
— 

1.165 
1.535 
1.746 

Infinite 
horizontal 

plates 
1.451 

1.966 
— 

2.617 

Long channel 
with square 

cross section 
— 

1.258 
1.455 
1.801 
2.213 
2.482 
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Fig. 2 Dependence of mode of circulation in a cubical enclosure on location 
of initial hot and cold finite-difference elements centered in the Z = 0.5 plane 
(numbers are initial values of 0): (a) for diagonal roll cell; (b) for parallel roll 
cell 

number obtained by extrapolation to Nu = 1 is approximately 3500 
which agrees closely with the previously mentioned computed and 
experimental values of Catton [2] and of Heitz and Westwater [3]. 

Computed values of Nu for the diagonal mode were in reasonable 
agreement with those of Aziz and Heliums and, hence, significantly 
in excess of the above-mentioned experimental results. Therefore, 
it is tentatively concluded that the nondiagonal mode is the physically 
preferred one. The stability of various modes of circulation and the 
preferred mode can however be determined only by experimental 
observations of the circulation pattern and this objective will be 
pursued in a continuation of this work. 

Illustrative values of the dimensionless components of the velocity 
are plotted in Fig. 3. The several lines for each plot and the finite 
values for the U-component itself indicate three-dimensional effects, 
i.e., the effect of the drag of the walls at the ends of the roll-cell (X = 
0 and 1). 

The flow characteristics can be visualized somewhat better by a 
streak-line, i.e., the path traced by a particle of the fluid. Such a line 
was computed by starting at a point in the fluid and calculating the 
subsequent location after a small time increment using a Runge-Kutta 
technique. The velocity components were known only at the grid 
points, hence a second-order interpolating equation was used to 
compute the values at intermediate locations. A satisfactory eventual 
return to the initial point indicated that the numerical error in this 
calculation was not serious. 

A partial trajectory of a particle starting from X = 0.375, Y = 
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Fig. 3 Illustrative traces of the velocity components for a parallel roll cell 
in a cubical enclosure with Ra = 4000 and Pr = 10: 
(a) Wat Z = 0.5 ( X= 0.125 

< X = 0.250 
Vat Y= 0.5 { X= 0.500 

( Z= 0.125 
(b) U at X = 0.375 < Z = 0.250 

{ Z = 0.500 

0.1875, Z = 0.1875 is shown in Fig. 4. The particle circulates helically 
toward the X = 0 plane with a radius of gyration of about 0.45. The 
radius of gyration begins to decrease as the axial velocity decreases 
to zero and continues to decrease as the axial velocity reverses sign 
at about X = 0.1. If the streak line were continued, the radius of 
gyration would begin to increase again at about X = 0.3 and, after 
another reversal in the sign of the axial velocity at about X = 0.4 the 
streak line would return to the starting point. This same pattern oc­
curs for the other half of the roll-cell between X = 0.5 and 1.0. Thus 
the circulation consists of a pair of double (concentric) helices (or 
spirals). This type of pattern has probably been observed experi­
mentally but apparently has not been described quantitatively before. 

Case 2—Region Between Infinite Horizontal Plates Heated 
From Below. To simulate natural convection between infinite 
horizontal plates, a cubical cell was postulated whose four vertical 
faces are fluid interfaces and whose horizontal faces are rigid walls. 

Y 0.5 

• l l 

1 
- 1 

1 1 

/ 

u 
\ I 

Z 0.5 - Z 0.5 

Fig. 4 Traces of fluid particle path in a cubical enclosure with Ra = 4000 
and Pr = 10: O starting point at X = 0.375, Y = Z = 0.1875; © end point at 
T = 50 
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Fig. 5 Illustrative traces 01 the velocity components lor a long channel with 
square cross-section at Pr = 10: 
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A boundary condition for the fluid interfaces does not appear to have 
been formulated before for the three-dimensional numerical calcu­
lations. At the Y = 0 and 1 planes 1fx = a1fy/ a Y = 1fz = 0 should hold 
since the normal velocity component on this interface is zero just as 
for a rigid wall. The additional condition is that the normal derivatives 
of the components of the tangential velocity be zero. Thus, at the Y 
= 0 and 1 planes aU/aY = aW/aY = aV/aX = aV/aZ = O. For the 
vector potential the following conditions were then derived for the 
Y = 0 and 1 planes: 

aU = ~ (a1/;z _ a1fy) = a
2

1/;z _ ~ (J1fy) = a
2
tf;z = 0 

aY aY aY aZ ay2 aZ aY aY2 
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aZ aX 
v = atf;x _ J.pz = 0 } 

(16) 
aW = ~ (a.py _ a.px) = _ a

2
1fx +.!... (a1/;y) = _ a

2
1fx = 0 

aY aY aX aY aY2 aX aY aY2 

Thus the second derivatives of tf;x and tf;z should vanish. These con­
ditions were used to obtain the tangential velocity components at the 
fluid interface. The conditions for the vorticity follow directly. The 
boundary conditions may then be illustrated for X = 0 and 1 as fol­
lows: 

atf;x a2tf;y J2.pz 
- = tf; = 1fx = -- = --= fly = flz = 0 
aX y aX2 aX2 

(17) 

Computations were carried out for Pr = 10 and Ra = 2000, 3000, and 
6000. The results for Nu are included in Table 1. For Ra = 6000, the 
magnitude of the Yand Z components of the vector potential, !f;y and 
tf;z, was found to be 0 (10-6) or less whereas .px was 0 (1). The mag­
nitude of the axial velocity component U was 0 (10-5), whereas V and 
W were equal on all X ,planes and exceeded 20 in magnitude. These 
results indicate that the steady convective mode is two-dimensional 
in agreement with the results of Lipps and Sommerville [8] who found 
with incomplete calculations that the transient behavior was three­
dimensional but the steady behavior two-dimensional. 

An earlier, two-dimensional computer program with the vorticity 
at the walls computed from the vector potential rather than from the 
velocity [9, 10] was employed for the same grid-size, Ra and Pro For 
Ra = 3000, Nu = 1.931 was obtained as compared to the value of 1.966 
in Table 1. The small difference is presumably due to the different 
method of computing the vorticity at the wall. The velocity and 
temperature fields showed similar agreement. Lipps and Sommerville 
concluded that the width of the two-dimensional cell was not exactly 
equal to the height, as assumed here. This choice may introduce some 
small error into the computed results. 

The fact that an essentially two-dimensional flow field in accor­
dan~e with prior experimental observations and computed results was 
obtained from the three-dimensional formulation seems to assure that 
the extension of the boundary conditions and numerical scheme 
herein to three dimensions is sound. 

Case 3-A Long Square Channel Heated From Below. A se­
ries of roll-cells with axes horizontal and perpendicular to the long 
dimension of the channel and with width almost equal to height is 
known to be the stable mode of circulation for this configuration. As 
an approximate, three-dimensional model for this flow a cube was 
selected with one opposing pair of rigid vertical walls and another 
opposing pair of frictionless fluid interfaces. The boundary conditions 
for this situation follow from the arguments for the prior two cases 
and are illustrated for X = 0 and 1 as follows: 

aW 
fl= --

Y aX' 
aV 

fl =-
z aX 

(18) 

The computed conditions and results are included in Table 1. The 
critical Rayleigh number obtained from extrapolation to Nu = 1 was 
2300 which agrees reasonably well with the prediction of 2453 by 
Catton for a channellength-to-width-ratio of 10. Illustrative plots of 
the velocity components are shown in Fig. 5. The several curves in each 
plot and the finite values of U again indicate that the motion is 
three-dimensional. A fluid particle-path obtained by the same pro­
cedure as described for Case 1 is shown in Fig. 6. A pair of double 
helices occurs for this geometry as well as for Case 1 although the 
details are different. 

Comparison of Nu for Cases 1,2, and 3 and Prior Studies. The 
computed values of Nu are plotted versus Ra in Fig. 7. The prior re­
sults for infinite, horizontal plates obtained from two-dimensional 
calculations by Ozoe and Churchill [ll] and experimentally by Sil­
veston [12] are included; also the experimental results of Ozoe, et a!. 
[9) for a long channel with a square cross section. The theoretical 
critical Rayleigh numbers obtained by Catton [2] for a cube and a 
channel with a square cross section and by Pellow and Southwell [13) 
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for infinite horizontal plates are plotted as well. 

Conclusions 
The mathematical formulation and the computer algorithm de­

veloped in this investigation appear to be suitable for the computation 
of natural convection in enclosures. For infinite horizontal plates 
heated from below the calculations produced a two-dimensional 
motion in agreement with prior theoretical and experimental results. 
For a cubical enclosure, two stable, three-dimensional circulations 
were computed. The computed mode of circulation depends on the 
initial conditions. Experiments are therefore needed to determine the 
physically stable mode or modes. The results for a diagonal roll-cell 
are in reasonable agreement with the prior results of Aziz and Hellums 
[I] for that mode. Despite the large finite grid-size the results for a 
roll-cell with its axis parallel to a pair of the side walls are in good 
agreement with the prior theoretical results of Catton [2] and the 
experimental results of Heitz and Westwater [3]. 

Journal of Heat Transfer 

The results for a channel with square cross-section are in fair 
agreement with the theoretical results of Catton [2] and the experi­
mental results of Ozoe, et al. [9]. The numerical discrepancies are 
presumably due to the use of a finite grid-size for the calculations. 

A plot of the computed path of a fluid particle appears to be useful 
for illustrating the complex, three-dimensional fluid motion. Such 
plots reveal that the motion both in the cube and in the individual cells 
of the square channel consists of a symmetrical pair of double helices. 
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Laminar Natural Convection 
About Downward Facing Heated 
Blunt Bodies to Liquid Metals 
The laminar boundary layer equations for free convection over bodies of arbitrary shape 
(i.e., a three-term series expansion) and with arbitrary surface heat flux or surface tem­
perature are solved in local Cartesian coordinates. Both two-dimensional bodies (e.g., 
horizontal cylinders) and axisymmetric bodies (e.g., spheres) with finite radii of curva­
ture at their stagnation points are considered. A Blasius series expansion is applied to 
convert from partial to ordinary differential equations. An additional transformation re­
moves the surface shape dependence and the surface heat flux or surface temperature 
dependence of the equations. A second-order-correct, finite-difference method is used to 
solve the resulting equations. Tables of results for low Prandtl numbers are presented, 
from which local Nusselt numbers can be computed. 

Introduction 

Some proposed designs for liquid-metal fast breeder reactors in­
clude a core catcher as part of the post-accident heat removal and 
containment system; One proposed core catcher design consists of 
a hemispherical dome of stainless steel. This dome would be sit­
uated below the reactor vessel, where it would catch falling debris 
and molten fuel should a melt-down accident occur. A pool of liq­
uid metal below the dome would remove heat by natural convec­
tion. One part of what is needed to compute the dome thickness 
and temperature distribution is the solution to low Prandtl num­
ber natural convection about downward facing surfaces with non­
uniform surface heat fluxes. 

Free convection from various downward facing bodies has been 
studied previously, but little of it at low Prandtl numbers, and 
none of it general enough for application to core catchers. Laminar 
free convection from the very restricted class of two-dimensional 
and axisymmetric bodies which admit similarity solutions was-
solved by Braun, Ostrach, and Heighway [l].1 They considered 
variable surface temperature. Cygan and Richardson [2] used an 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division August 13,1975. Paper No. 76-HT-HH. 

integral method with transcendental functions for temperature 
and velocity profiles to solve free convection from isothermal hori­
zontal cylinders to low Prandtl number fluids. Chiang and Kaye 
[3] used a Blasius series expansion to find local Nusselt numbers 
for laminar free convection from a horizontal cylinder with a pre­
scribed surface heat flux or surface temperature. Richardson and 
Gogus [4] solved the first term of Chiang and Kaye's expansion for 
low Prandtl number free convection from an isothermal cylinder. 
Chiang, Ossin, and Tien [5] applied the same Blasius series meth­
od to spheres with a prescribed surface heat flux or surface tem­
perature. Koh and Price [6, 7, 8] transformed Chiang and Kaye's 
cylinder equations further, to make them independent of the arbi­
trary surface heat flux or temperature. Fox [9] proposed treating 
arbitrary surface shapes as in Schlichting [10] for forced convec­
tion. Saville and Churchill [11] presented a Gortler-type series ex­
pansion for free convection from a horizontal cylinder and used it 
for a low Prandtl number solution to the isothermal horizontal cyl­
inder [12]. Wilks [13] extended the Saville-Churchill analysis to 
two-dimensional bodies of constant heat flux. Lin and Chao [14] 
presented series solutions of the form first proposed by Merk to 
free convection from isothermal surfaces of arbitrary shape. Peter-
ka and Richardson [15] solved second-order boundary layer equa­
tions for an isothermal horizontal cylinder. 

No work has been found which considers natural convection . 
from nonisothermal surfaces of arbitrary shape. Until now, the 
only low-Prandtl-number solution to natural convection from a 
two-dimensional body has been for an isothermal cylinder [4, 12] 
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and there was no low-Prandtl-number solution to natural convec­
tion from any axisymmetric bodies. The present work solves the 
laminar natural convection heat transfer problem, from any arbi­
trary blunt nosed two-dimensional or axisymmetric body, with ei­
ther an arbitrary surface heat flux or an arbitrary surface tempera­
ture, for low Prandtl numbers. 

Analysis 
The well known laminar boundary layer equations for steady-

state free convection in local Cartesian coordinates (see Fig. 1) are 

1 + aix2 + a2x
4 or 0 = 1 + aix2 + a2x

4 (7) 

(ur*")x, + (vr*n)y* = 0 

UUr* + UUV i smy 

U6X, + VBy* = adyty* (1) 

where 

n = 0 for two-dimensional bodies 

= 1 for axisymmetric bodies 

If a stream function \p is defined such that 

u = \j/yr, v = — I \px* + nip ) 

then equations (1) become 

(2) 

MyMXy — Myy MX + TlM 
COS7 | 

; P r M v . > smy 

f cosy] 
My<t>X — </>y \MX + nM = 0-y 

I r J ' 
(3) 

when the equations are made dimensionless with 

X~ R'r~ R 

y = (GrPr2)1/4y*/fl, M = (GrPr2)-1 /V/«, 4> = 6/ewQ (4) 

for specified surface temperature, and 

y = (GrPr2)1/5y*/R, M = (GiPi^-^/a, 

<#, = «(&Pr2)1/5fe/q0fl (5) 

for the specified surface heat flux case. 
Choosing the specified surface heat flux or temperature to be of 

the form 

q = 90(1 + aix2 + a2x
4) or 6W = 6w0(l + a\X2 + a2x

4) (6) 

the dimensionless boundary conditions become 

y = 0: M = Mx = My = 0 

y- Mv 0, • 0 

If the surface shape is described by, see Appendix, 

siny = x + six3 + s2x
b + . . ., and thus 

cosy 1 1 1 / 4 4. 7 \ 3 
: x — I - s i -I ) x6 — . 
x 3 \ 5 45/ 

(8) 

then the following Blasius series expansions can be used to convert 
equations (3) to ordinary differential equations: 

M(x, y) = xfo(y) + x^iy) + x5f2(y) + . 

<t>(x, y) = go(y) + x2gi(y) + x4g2{y) + . (9) 

Substitution of the Blasius series expansion into equations (3) and 
grouping like powers of x results in pairs of equations of the form 

P r / / " + aifj" + a2fj' + a3fj + atgj + ab = 0 

gj" + aigj' + aegj + atfj + a8 = 0 (10) 

The first pair of equations are nonlinear and succeeding pairs are 
linear. In this work the series given by equations (9) are truncated 
to three terms. 

The surface shape dependence can be removed from equations 
(10) and the surface heat flux or temperature dependence can be 
removed from the boundary conditions with the following trans­
formations 

fa = Fi go = Gi 

h - aiF2 + siF3 gi = axG2 + S1G3 

h = 02*4 + a^F 5 + siaiF6 + si2F7 + s2F8 

g2 = a2GA + <2i2Gs + s ia iG 6 + si2G7 + s2G8 (11) 

for two-dimensional bodies, and 

/o = Fi go = Gi 

f1 = a1F2 + s1F3 + F4 gl = a1G2 + s1G3 + Gi 

f2 = a2F& + o i 2 f e + SIOI^Y + Si2Fs + s2F3 + S1F10 + a i ^ n + F12 

g2 = a2G& + oi2G6 + SiOiGv + si2G8 + 

s2Gg + s1Gio + aiG11+ G12 (12) 

for axisymmetric bodies. When equations (10) are transformed by 
equations (11) or (12), and when terms containing a\, si, sia\, etc., 
are grouped as the like powers of x were, these groups become 
pairs of equations of the form 

- N o m e n c l a t u r e . 

ai, 02 = surface heat flux or temperature 
parameters 

/, g = functions defined by equation (9) 
F, G = functions defined by equations (11) 

or (12) 
g = gravitational acceleration 
Gr = Grashof number, gjS6waR

2/v2 

Gr = modified Grashof number, gflqoR4/ 
kv2 

k = thermal conductivity 
M = dimensionless stream function 
Nu = average Nusselt number, qR/kd 
Pr = Prandtl number, via 
q = surface heat flux, —(ka0/dy*)w 

f = dimensionless distance from the sym­
metric axis 

R = radius of curvature at the stagnation 
point 

si, S2 = surface shape parameters 
T = temperature 
u = *-direction velocity component 
v = ^-direction velocity component 
x = dimensionless coordinate along the 

surface, see Fig. 1 
y = dimensionless coordinate normal to the 

surface 
a = thermal diffusivity 
(3 = thermal expansion coefficient 
y = angle between the surface normal and 

the vertical, see Fig. 1 

8 = T-Tm 

v = kinematic viscosity 
$ = dimensionless temperature 
4> = stream function 

Subscripts 

j = for the ;'th equation 
w = at the surface 
0, wO = at the stagnation point 
o> = ambient 

Superscripts 

* = a dimensional quantity 
' = derivative with respect to y 
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Table 1 Coefficients for equations (13) when bodies are two-dimensional 
a 2 a 3 "5 a 6 a 7 a 8 

1 

2 

3 

4 

5 

6 

7 

8 

-Fi 
-4F { 

-4FJ 

-6Pj 

-6FJ 

-6P' 

-6FJ 

-6FJ 

a l " F l • a 4 

0 

SFJ 

SF» 

SF» 

SF--

5F» 

"5! 
5F--

- 1 a l l j 

0 

0 

G l 

0 

3(G2G^-G'2) 

3tF3Ps*FSP2J-6PiF5*G2 

3CF.'F3.FJ2)+G3 

G l 

0 

-2FJ 

-2FJ 

-4FJ 

-4FJ 

-4FJ 

-4FJ 

-4FJ 

0 

3G1 

3G; 

5Gi 
5Gi 
5Gf 

SGJ 

SG; 

0 

0 

0 

0 

3F2G2-2F2G2 

3CF2G3*F3G2)-2(F2G3tF3G2) 

3 F3G3-2 F3G3 

0 

PlF/" + aiFj" + a2Ff + a3Fj + a4G; + a 5 = 0 

Gj" + aiG/ + a6Gj + aiFj + a8 = 0 (13) 

with the a's being given in Tables 1 and 2. There are eight pairs of 
equations for two-dimensional bodies and twelve pairs for axisym-
metric bodies. The boundary conditions which are needed for 
equations (13) are 

Fj(0) = Fj'(Q) = F/(<») = Gj(<°) = 0 for all j 

G/(0) = - 1 or Gj(0) = 1 for n = 0 a n d ; = 1, 2, and 4 

for n = 1 and j = 1, 2, and 5 

G/ (0) = 0 or G; (0) = 0 for other j (14) 

The first pair of equations (13) are nonlinear (e.g., a\ = 2Fi, a% = 
—F\), and succeeding pairs are all linear, in that the a's come from 
solutions to preceding pairs of equations. 

Equations (13) were solved using a finite difference method 
which utilized three-point central differencing. In solving the non­
linear equations (the first pair of equations (13)) an iteration pro­
cedure was used which linearized the equations to be solved at 
each iterate. The linearization was accomplished by letting Fi' = 
Fi1'1 + (*V - -Pi'"1) and d 1 ' = G^" 1 + (Gi ; - G^"1) and drop­
ping second order terms (e.g., (Fi1 - F 1 ' _ 1 ) (Gi ' - Gi ' - 1 ) ) . This is 

essentially Newton's method applied at each node point of the dif­
ference equations. Convergence was obtained with three iterations 
using 

Gi° = expj-y|, Fi°'=exp{-y\-exp{-y/Vpi] (15) 

as initial guesses. A node point spacing of 0.0125 and a maximum y 
of 12.5 were used. A detailed description of this method can be 
found in reference [16]. 

Results 
Two-dimensional and axisymmetric local Cartesian coordinate 

equations were solved for both the arbitrary surface heat flux case 
and the arbitrary surface temperature case for Prandtl numbers 
0.0, 0.004, 0.006, 0.008, and 0.010, and the results (surface temper­
ature or heat flux) are tabulated in Tables 3 and 4. For zero 
Prandtl number, the equations were solved by a singular perturba­
tion technique, dropping the no slip boundary condition. 

The local temperature for the specified heat flux case or the 
local heat flux for the specified temperature case can be found 
from Tables 3 and 4 in the following way. Use the values given in 
the tables in equations (11) or (12) to obtain values of terms in the 
Blasius expansion which include variable wall heat flux or temper­
ature and shape. The local temperature for the arbitrary surface 
heat flux is then given by 

j 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

a 2 

"Fl 
-4F. 

-4Fj 

-4F-

-6FJ 

-6Fj 

-6FJ 

-6FJ 

-6FJ 

- 6 F i 

-6Pj 

Table 2 

a 3 

0 

«... 

4F; 

4F--

6Fi 
6F» 

Wi 
S F1 

6FJ 

6F'. 

6F" 

Coefficients for equations ( 

°5 

0 

0 

G l 

-FjFi'/S 

0 

2 
4F2F2'-3F2 

4(F2'F3*F.3F2)-6F2F3 

2 
G 3- 3 F 3 + 4 F 3 F 3 

G l 

" ( F 3 F 4 t F 4 F 3 ) - 6 F 3 F 4 t G 4 

- 4F1F i . /5-(F iMVF1FJ0/3 

4 C F. 'F 4 + F; ;F 2 ) -6P 2 F; 

-CWW 3 

13) whe 

a 6 

0 

-2FJ 

-2F-

-2F; 

-4FJ 

-4F-

-4FJ 

" 4 F i 
-4FJ 

-4FJ 

-4FJ 

>n bodie 

a7 

0 

4Gi 
4GJ 

4Gi 
6Gi 
6Gi 
6GJ 

6GJ 

6G; 

6G; 

6Gj 

s are axisymmetric 

a 8 

0 

0 

0 

-FjGJ/3 

0 

4F2G2-2F^G2 

4(F2G3,F3Gp-2(G2F3*G3F2) 

4 F3G3-2 G3F3 

0 

4(F3G'+F4G3)-4F1G1/5 

- (GJF 3 +G^ 1) /3-2(G 3F^G 4F 3) 

4(F2G4+F4G2)-(G1F2+G2F1)/3 

-2(G2G4+G4F2) 

(G{F4-F1G4)/3 

d,,\ 

7 
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Table 3 Results for two-dimensional bodies 

Arbitrary Surface Heat Flux Arbitrary Surface Temperature 

1 

1 

2 

3 

4 

5 

6 

7 

8 

Pr-0.0 

1.476 

0.640 

-0.142 

0.488 

-0.0206 

-0.0717 

0.0415 

-0.0853 

.004 

1.512 

0.643 

-0.146 

0.489 

-0.0229 

-0.0775 

0.0450 

-0.0898 

G.j(0> 

.006 

1.520 

0.650 

-0.148 

0.496 

-0.0235 

-0.0793 

0.0463 

-0.0918 

.008 

1.527 

0.656 

-0.150 

0.502 

-0.0240 

-0.0808 

0.0473 

-0.0935 

.010 

1.533 

0.661 

-0.151 

0.506 

-0.0245 

-0.0821 

0.0482 

-0.0950 

Pr=0.0 

-0.616 

-1.480 

-0.137 

-1.978 

-0.153 

-0.251 

0.0310 

-0.108 

.004 

-0.596 

-1.404 

-0.135 

-1.850 

-0.155 

-0.253 

0.0321 

-0.109 

GjCO) 

.006 

-0.592 

-1.387 

-0.135 

-1.820 

-0.155 

-0.252 

0.0323 

-0.110 

.008 

-0.589 

-1.373 

-0.134 

-1.797 

-0.154 

-0.252 

0.0324 

-0.110 

.010 

-0.586 

-1.361 

-0.134 

-1.777 

-0.153 

-0.251 

0.0326 

-0.110 

Tw-T„ (go(0) + g l (0 )* 2 + g2(0)x*)(qofl/fe)(GrPr2) - 1 / 5 (16) 

The local heat flux for the arbitrary surface temperature case is 
given by 

q = -teo'(0) + gi'(0)*2 + £2'(0)x4)(fe(r„,0 - T„)/fl)(GrPr2)W (17) 

Average Nusselt numbers can be obtained by integrating equa­
tions (6) and (16) or (17) from zero to a maximum x value xm. For 
a given heat flux 

(1 + aiXm
2/3 + a2xmy5) 

N u = -
(£o(0) + gi(0)xm

2/3 + g2(0)*m
4/5) 

For a given temperature 

-feo'(O) +g!'(0)xm
2/3 + g2'(0)xm*/5) 

(GrPr2)1/5 (18) 

N u ; 
(1 + 2/3 + 02^m4/5) 

(GrPr2)1/4 (19) 

Most previous work was for Prandtl numbers of 0.7 or 0.72. Re­
sults were obtained for many of the cases reported in previous 
works [3-8,14, 15]. There was agreement to four significant figures 
in nearly every case and three significant figures in all cases. 

It was shown by Harpole [16] that local Cartesian boundary 
layer equations will break down when (GrPr2) I / 4 < 20. This was 
done by a second-order correct boundary layer analysis which is 
not reported here. Even the second-order boundary layer analysis 
is invalid when (GrPr2)1/4 < 3. Hence, low Gr, low Pr regimes re­

quire further attention and the present work is only valid for high 
Gr, low Pr regimes. 

At high Gr, one usually anticipates transition to turbulence. In 
the present work, the stabilizing effect of a downward facing heat­
ed surface is believed to delay transition to extremely high Gr. No 
work was found which addressed the transition question for down­
ward facing heated surfaces when the Pr was low. 

The series expansions which represent wall temperature or heat 
flux, equations (16) or (17), were found to be highly convergent for 
uniform heat flux or temperature and divergent only with drastic 
nonuniformities in surface heat flux or temperature. 

The solutions are general. They apply to any arbitrary blunt 
nosed two-dimensional or axisymmetric surface with any arbitrary 
surface heat flux or temperature. 
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Fig. 1 Cartesian and local Cartesian coordinates 
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APPENDIX 

Computing Surface Shape Parameters 
Given an a rb i t r a ry b l u n t surface z(r) in Ca r t e s i an coord ina tes , it 

is des i rab le to ob ta in S\ a n d si for t h e expans ion given by equat ion 

(8). As can be seen from Fig. 1, 

dz 
— = tanY (20) 

A n d from a t r igonomet r i c iden t i ty 

t a n 7 (dz/dr) 
svay = 

(1 + t a n 2 7 ) 1/2 (1 + (dz/dr)2)1'2 
(1 + ( d 2 / a » - 2 ) - V 2 

(21) 
T a k i n g t h i r d a n d fifth der iva t ives of t h e expans ion given by equa­

t ion (8) t h e r e resu l t s 

d?(sh i7) I 

dx3 I 
: 6s i, 

d 5 ( s in7 ) I 

dx5 I = 120s , (22) 

T a k i n g t h e th i rd and fifth der iva t ives wi th r e spec t t o x of equa t ion 
(21), us ing t h e cha in rule wi th 

dr 

dx 
(1 + ( d z / d r ) 2 ) - 1 ' 2 (23) 

equa t ions (22) give s i a n d S2-

1 / d 4 2 | 
s i : 

d\ 
so- I 1 - 4 4 

120 \dr& I r=o dr4 

/d*z\ 

- 4 ) 

d 4 z l \ 
+ 8 8 ) 

d r 4 l r = o / 
(24) 

N o t e t h a t because x is scaled wi th R, t h e r ad iu s of cu rva tu r e a t 

t h e s t agna t ion poin t , z a n d r m u s t also be scaled wi th R, t h u s z(r) 

has a u n i t r ad ius of cu rva tu re a t r = 0. There fo re , a T a y l o r expan­

sion of z will have t h e form 

1 

ich yields 

z(r) = - r2 + or4 + far6 + . . 
2 

2 
si = 4a 

3 

, 44a 11 
s2 = 6fa + — 

5 15 

(25) 

(26) 

F o r a parabo la , a = 6 = 0. For a circle (z = 1 — (1 — r 2 ) 1 / 2 ) , a = lk 

a n d fa = Vi6- For z = cosh(r) — 1, a = lki a n d fa = feu-
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Physical Modeling of Combined 
Forced and Natural Convection in 
Wet Geothermal Formations 
Wet geothermal formations or reservoirs are of great current interest as a new energy 
source. Such formations have the potential for large quantities of energy at temperatures 
of interest for power production and other uses. In these reservoirs the ground water usu­
ally contains dissolved solids in such high concentration as to pose a serious disposal 
problem. For this reason and also to maintain the water table, in most cases, the water will 
be reinjected into the reservoir after the useful energy has been extracted. Efficient utili­
zation of the potential of a given reservoir requires optimum location of costly producing 
and reinfection wells. Selection of well location must be based upon an understanding of 
the heat and mass flows within the reservoir. In this paper, we present some general con­
siderations for physical modeling as well as the results obtained from a laboratory model 
having two wells to simulate a geothermal energy extraction loop. 

Introduction 

The potential for utilizing geothermal energy has been described 
extensively in several references, for example, Kruger and Otte [l].1 

Geothermal energy, resulting from radioactive decay within the earth, 
flows to the surface by conduction and convection at an average heat 
flux that is about four orders of magnitude lower than the average 
radiant flux from the sun. It is, however, about the same order of 
magnitude as the current total worldwide utilization rate of energy 
for all purposes and from all sources. This is an immense energy rate 
which would be useless to us if we had to deal only with the average 
flux at the surface temperature. Fortunately, local fluxes vary by large 
factors from the average and relatively large regions have already been 
identified [2] in which the geothermal temperatures and stimulated 
(in a few cases natural) energy fluxes are in the range of interest for 
power production. 

The cream of geothermal energy appears in volcanically active re­
gions where the molten core approaches the earth's surface through 
fissures in solid rock and occasionally vents. Additionally, convection 
of ground water is often a powerful mechanism for energy transport 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, Houston, Texas, November 30-December 5, 1975 of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised manu­
script received by the Heat Transfer Division March 10, 1976. Paper No. 
75-WA/HT-70. 

and is responsible for the natural geysers. Geysers are usually asso­
ciated with "steam-dominated" geothermal reservoirs. The major use 
of geothermal energy up till now has been power produced from 
steam-dominated reservoirs, notably in Italy and California, which 
together generate about 1000 MW of electricity. These high-quality 
sites are rare, however, and the great potential for geothermal energy 
is probably to be found in the much more extensive liquid-dominated 
reservoirs of the type already utilized for space heating and power 
production in Iceland and New Zealand. In addition, large quantities 
of energy are available from the stored energy in hot dry rock which 
can, in principle, be harvested by reaching below the thermal resis­
tance of a few thousand meters of earth, even in locations of normal 
geothermal gradient [3]. 

The natural convection in wet geothermal reservoirs is of prime 
importance in the transport of energy. Understanding this process 
is essential to the interpretation of the natural geological formation 
and is also necessary in predicting the effect on the natural system 
of the extraction of energy. Calculations are made difficult by the 
complexities of geometry, spatial variations and anisotropic character 
of physical properties, nonuniform boundary conditions, etc. How­
ever, natural convection in liquid-saturated porous media with iso­
tropic properties has been studied extensively for simple geometries 
using numerical mathematical methods [4-11]. Experiments on these 
problems have been scarce by comparison and it is only recently that 
they have been motivated by the geothermal application. Schrock, 
et al. [12] made experimental measurements of natural convection 
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from heated cylinders buried in a liquid-saturated porous medium. 
Their studies were conducted in the context of radioisotope fuel 
capsule safety but are related to the problem of the natural energy 
flow in geothermal reservoirs. The data agreed well with theoretical 
predictions [10] and permitted extension of the empirical correlation, 
by numerical computations, into the higher range of Rayleigh num­
bers that could not be reached experimentally without pressurizing 
the equipment to suppress boiling. The case of boiling may also be 
of interest in the geothermal application and was studied experi­
mentally. 

Recently new physical modeling experiments have been started at 
Stanford University to study flashing blowdown of hot water in 
crushed rock [13] and phase change in low permeability porous media 
[14]. At the University of Hawaii, Cheng and Takahaski [15] are 
building a model in which they will attempt to model the Hawaiian 
geothermal system. The types of geothermal systems to be encoun­
tered are even more diverse than this brief introduction would suggest. 
Thus, physical modeling in the geothermal field is in its infancy and 
some of the early attempts will bear little similarity to one another. 
Experiments underway at Berkeley, and described in this paper, are 
aimed at understanding the changes that will take place in a wet 
geothermal reservoir as energy is extracted using producing and 
reinjection wells. With sufficient knowledge of the combined forced 
and natural convection, it should be possible to optimize the number 
and location of wells for the most effective withdrawal of energy. 

As a starting point, we selected a very simple case of a homogeneous 
system, initially at isothermal conditions and with one source and one 
sink. Because numerical computation methods were being developed 
in parallel, we chose for simplicity to make a two-dimensional model. 
More realistic three-dimensional models will be built later. The model 
used much of the same equipment as employed in the buried cylinder 
studies [12]. These experiments provide essential data for testing 
numerical computation methods. 

M o d e l i n g 
The governing dimensionless parameters may be deduced from the 

"macroscopic" partial differential equations expressing conservation 
of mass, momentum, and energy [10]. The following assumptions are 
made: 

1 The porous medium is fixed, homogeneous, and isotropic for 
both mass and energy transport. 

2 The properties of the solid-fluid combination are independent 
of temperature except for the fluid density which depends linearly 
upon temperature. 

3 The fluid flow resistance is governed by Darcy's law (Re based 
on dp is less than unity). 

These assumptions together with order of magnitude arguments 
applied to the full set of equations give a simplified dimensionless set 
as follows: 
Continuity 

Momentum 

(V • V)* = 0 

(V)* = _(Vp + Tg)* 

Energy 

(pCp)m* ( - ) * + Ra[V • (VT)]* - (V2T)* = 0 

(1) 

(2) 

(3) 

where the asterisk denotes dimensionless quantities. The nondi-
mensionalization is discussed in the appendix. 

If these equations are applied to the two-dimensional system shown 
in Fig. 1, we have the following additional equations. 

Initially the system is assumed to be isothermal with no fluid mo­
tion. 

Thus 

T* • (w, y,o) = 0 

{V)*(x,y,o) = 0 

p*(x,y,o) = 0 

(4) 

(5) 

(6) 

\dn/ 
•0 (7) 

The boundaries of the region are impermeable and adiabatic, so 

/aT\ 

(Vn)* = 0 (8) 

The fluid source (injection) has the same flow strength as the sink 
(producing well). The source is taken to be of constant strength and 
the injected fluid is at a constant temperature; therefore, the source 
(finite cylinder of radius R) and sink may be expressed as 

| (V)*| .= J I J L 
VC2TTR 

(9) 

From these equations, we conclude that the system variables (V)*, 
T*,p* are functions of time t * in a generalized sense for specific values 
of the parameters Ra, (pCp)m* and|(l7)*|s and similar geometry, i.e., 
h/w, a/h, b/h all fixed. 

Therefore, the physical model must have, in addition to similar 
geometry, the same parameters as the geothermal reservoir, i.e., Ra, 
(pCp)m*, | (V)*|s, and the initial conditions and the boundary con­
ditions must be similar. 

- N o m e n c l a t u r e . 

a = characteristic length, equation (A-2) 
b = depth to source and sink below sand 

surface 
Cp = specific heat at constant pressure 
d = half distance between the centers of the 

cylinders 
dp = diameter of typical particle in porous 

media 
g = gravitational acceleration 
h = height of sand bed 
k = thermal conductivity 
K = permeability of isotropic porous medi­

um, length squared units 
L - characteristic length, equation (A-2) 
Pr = Prandtl number 
Q = volumetric flow rate per unit length 

R = radius of the cylinder 
Ra = Rayleigh number 
Re = Reynolds number 
t = time 
T = temperature 
v = local velocity 
us = radial velocity at the surface of the 

source 
V = $ v = superficial velocity 
w = width of sand bed 
a = thermal diffusivity 
(3 = volume expansivity 
p. = dynamic viscosity coefficient 
p = kinematic viscosity coefficient 
p = density 
4> = porosity 

Subscripts 

c = characteristic quantity 
/ = property of fluid component 
m = property of saturated porous medium 
o = initial isothermal state 
s = property of solid component or value at 

surface of the source 

Superscripts 

= unit vector 
* = dimensionless quantity 
-* = vector 

Other Notations 

( ) = volume average 
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Fig. 1 Idealized geothermal reservoir with simple extraction and injection 
(elevation view) 

It is interesting to note that the characterization of the relative roles 
of natural and forced convection by the ratio Gr/Re2 as for a pure 
liquid system [17] does not appear in the present problem. This is 
because the Reynolds number based upon pore size is small (Re < 1). 
The use of the Darcy law is permitted and in this case liquid inertia 
plays no role. However, this is not to say that there is not a forced 
convection influence. Rather the source (and sink) boundary condi­
tions provide information needed for the forced convective motion. 
When no temperature differences exist the flow is essentially a po­
tential flow whose dimensionless distribution is fixed by the geometry 
and whose magnitude is proportional to the source-sink strength. The 
characteristic velocity (equation (A-7)) is based upon the buoyant 
force, hence the dimensionless source-sink condition expressed by 
equation (9) represents, qualitatively, a relationship between the 
forced and natural convection effects in the present problem. 

The equipment and experimental conditions were chosen more for 
convenience and availability of equipment than as an attempt to 
model a specific geothermal reservoir. There has, therefore, been no 
attempt to interpret the results in terms of prototype behavior 
through the foregoing analysis. The prototype is very probably 
three-dimensional in character whereas we have attempted to produce 
two-dimensional fields in our experiment. However, the experimental 
data are in the Darcy regime and can, therefore, be used for compar­
ison with two-dimensional computer models based upon the foregoing 
equations. Also, this analysis may be employed to relate the results 
of future larger models to the results of the present experiments in 
order to help establish scaling laws. It is worth noting that the ex­
perimental value of | (V)*\s was on the order 10 - 2-10 _ 1 , indicating 
that significant natural convection should occur and its existence is 
inferred by the measured transient temperature fields. 

E x p e r i m e n t a l E q u i p m e n t and P r o c e d u r e 
The experiments were carried out in a rectangular box 1.1 m wide, 

////// H///////////////// 
Insulation 

Water Sand surface-) 

/ / / / / / / / / / / / / / / / / / / / / / / 

Fig. 3 Thermocouple grid-
(elevation view) 

-thermocouples numbered by row and column 

1.85 m long, and 1.2 m deep. The box was insulated on its sides, top, 
and bottom and filled with Monterey Crystal Amber sand (12 mesh) 
for which previous measurements of permeability, porosity, and ef­
fective thermal conductivity had been made [16]. A summary of the 
sand properties is given in Table 1. In order to facilitate establishing 
the desired initial condition, a layer of gravel was spread across the 
bottom of the tank and piping provided to introduce heated water at 
the bottom and remove it from.a thin layer of water on top of the sand 
bed. The gravel served the purpose of spreading the flow uniformly 
so the sand bed could be uniformly heated in a minimum period of 
time. The gravel depth totaled approximately 15 cm and was applied 
in three layers of decreasing coarseness ranging from 2.5 to 0.5 cm. 
A stainless steel screen was applied between layers to keep the sand 
from mixing with the gravel. The heating loop consisted of a centrif­
ugal pump with maximum flow rate of 2.5 X 10~3 m3/s (40 gpm) and 
a steam heated shell and tube heat exchanger. A temperature con­
troller was used to maintain a constant temperature of the water en­
tering the tank during warm-up. A schematic of this system is shown 
in Fig. 2. 

Simulation of producing and reinjection wells was accomplished 
by the use of sintered ceramic tubes 6 cm in diameter and 74 cm long 
having a pore size of approximately 10 fim. The tubes were placed 
horizontally in the sand bed, as shown in Fig. 2. One end of each tube 
was closed and the other ends were connected to piping of the energy 
extraction loop. The energy extraction loop consisted of a pump, 
flowmeter, heat exchanger, and several thermocouples to measure the 
loop temperatures, particularly the water entering and leaving the 
sand bed. 

To permit observation of the spatial temperature distribution 
during transient cool down of the sand bed, a grid of 60 thermocouples 
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Fig. 2 Schematic of experimental system 

Table 1 Properties of Monterey Crystal Amber Sand (12 
Mesh)* 
Mean grain size, m (ft) 
Bulk densi ty, kg /m 

(lb/f t3) 
Porosity, dimensionless 
Permeabil i ty, m 2 

(darcies) 
Bulk thermal conduc­

tivity W/m ° c / — 5 ^ — " ) y Vhr ft ° F / 
therrr. Bulk thermal diffusity 

m2 

sec 
Bulk specific heat 

k J / k g ° C ( B t u / l b ° F ) 

*Water sa tura ted at 37 °C 

1 0 " 3 

1.986 X 10 3 

0.386 
3.68 X 1 0 " 1 1 

2.59 

9.05 X 1 0 -

1.45 

(0 .33 X 10~ 2 ) 
(124.5) 

(373) 

(1.50) 

(0 .035) 

(0 .347) 
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Table 2 Test Conditions 

Fig. 4 Plan view—thermocouple location 

Test number 
5a 
5b 
6 
7 
8 
9a 
9b 
9c 

10 
11 

ThC 
72.5 
72.5 
72.5 
48.8 
49.3 
73.2 
72.5 
72.6 
39.4 
37.9 

TS,C 
28.8 
28.4 
30.0 
27.2 
26.8 
27.9 
27.8 
27.5 
24.8 
25.6 

Flow rate 
m3 /s X 10 s 

3.15 
3.15 
6.31 
3.15 
6.31 
6.31 
6.31 
6.31 
6.30 
3.15 

was mounted in the longest vertical midplane. The positions of 
thermocouples in the grid are shown in Fig. 3. The geometry chosen 
was intended to produce a two-dimensional field. To observe possible 
three-dimensional effects, four fixed thermocouples were mounted 
in the horizontal plane at the level of the source and sink at lateral 
positions near the tank walls, as shown in Fig. 4. In addition, a stain­
less-steel sheathed thermocouple could be used as a probe to observe 
the temperature at any location. 

A Hewlett-Packard model 20100 data logger was employed to 
record the outputs of the thermocouples. The system used crossbar 
scanning and printed digital output on tape at frequent intervals. 

The experimental procedure was to establish the sand bed at an 
initial isothermal condition by operating the warm-up loop with the 
extraction loop turned off. During warm-up the water temperature 
entering the sand bed was held constant. When the sand bed reached 
an isothermal condition, the warm-up loop was turned off and the 
energy extraction loop actuated. 

Tests have been conducted for three nominal values of initial 
temperature, 72.5, 49, and 38°C, a nominal source temperature of 
26°C, and two flow rates in the extraction loop 6.31 X 10 - 5 m3/s (1 
gpm) and 3.15 X 10~6 m3/s (0.5 gpm). The actual test conditions 
are listed in Table 2. Some of the tests were repeated because of 
difficulties that arose such as malfunctioning of several thermo­
couples or departure from the desired test conditions and also to 
determine the reproducibility of the results. 

Results and Discussion 
The experimental results are principally the temperature histories 

at the fixed positions in the thermocouple grid and of the water ex­
tracted from the sand bed and the water reinjected into the bed. Be­
cause of the large number of thermocouples, it is not practical to 
present all these temporal histories here. By interpolating between 
grid temperatures at selected times, it was possible to present an 
overall view of the development of isotherms in the sand bed. 

For test number 5b, Fig, 5 shows the temperatures at the outlet 

and inlet (sink and source) and the temperature of the cooling water. 
Except for a slight transient caused by change in cooling water tem­
perature during the first 5 min of the test, the injected water remained 
quite constant in time. Fig. 6 shows the lateral differences in tem­
perature history which indicate that the plane of the thermocouple 
grid was cooled more rapidly than the region near the box walls. This 
is because the source and sink tubes did not extend the full width of 
the box. Convective motion has a small component up the side walls 
of the tank and down the center of the box but the main convective 
motion is probably parallel to the plane of the thermocouple grid. 

Figs. 7 and 8 show the histories at some selected locations, also for 
test number 5b. Fig. 8 shows a curious effect consisting of a non-
monatonic trend at certain locations. A tentative explanation for this 
behavior, which was also observed in other runs, is that we did not 
succeed in creating a truly two-dimensional system. The porous tubes 
simulating the wells did not extend the full width of the tank (see Fig. 
4). Thus, the regions along the sides of the tank receive less cold water 
and it is likely that thermal convection cells are established in 
transverse vertical planes. It is possible that interaction of these cells 
with the main thermal convection in the longitudinal vertical plane 
causes the effect observed in Fig. 8. Fig. 9 shows the isotherms in the 
plane of the thermocouple grid for times of 1.5, 3.0, 5.0, and 7.0 hr, 
respectively, for run 5b. These figures suggest that a very pronounced 
natural convective flow is superimposed on the pump-driven flow. 
If pump-driven flow dominates, we would expect symmetry in the 
isotherms about the line passing through the source and sink. 

Similar evolutions of temperature fields are shown in Fig. 10 for 
test number 6, Fig. 11 for test number 11, and Fig. 12 for test number 
10. Test number 6 has the same initial temperature as number 5b but 
twice the source flow. The higher source flow clearly diminishes the 
effect of natural convection but it remains a significant factor in de­
termining the positions of isotherms. 

Reducing the initial temperature (lower Ra) has a pronounced in-
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Fig. 7 Grid point temperatures, run 5b, at locations shown in Fig. 3 

fluence upon the role of natural convection, as seen for tests 10 and 
11, for which the nominal initial temperature was only 80°C, i.e., AT 
of 13°C compared with 43°C. in tests 5b and 6. In both tests 10 and 
11 the small amount of natural convection develops very slowly. The 
higher source flow of test 10 still has a noticeable influence in reducing 
natural convection compared to test 11. 

Unfortunately, at this time there is no suitable experimental 
technique for measuring the velocity field and it can only be inferred 
by the temperature field. In the absence of thermal convection, the 
two-dimensional flow field can be described as a potential flow. If it 
is further assumed that there is no heat diffusion and that the thermal 
capacity in the sand is negligible, the temperature field would consist 
of two regions, one at the original temperature and one at the tem­
perature of the water pumped into the bed. The position of the front 
at any time can be determined from the potential flow solution. Cal­
culations of this type were made that predicted front shapes similar 
to the isotherms measured in tests 10 and 11. However, the spreading 
of isotherms shows the influence of heat diffusion and local energy 
exchange between the liquid and solid. Departure from symmetry 
shows the influence of thermal convection. 

The data reported here reveal significant three-dimensional effects. 
In order to simplify comparisons with numerical computations, sev­
eral modifications in the experimental equipment were made for fu­
ture tests to obtain a closer approach to a two-dimensional system. 
The real geothermal system is certainly three-dimensional and future 
models will have to take this into consideration, as will numerical 
computations. Our first attempt to use physical modeling for the 
geothermal problem indicates that the concept is promising. However, 
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Fig. 8 Grid point temperatures, run 5b, at locations shown in Fig. 3 

D 7.0 HR 
Fig. 9 Positions of Isotherms as a function of elapsed time from start of in­
jection, test 5b: initial temperature, 72.5 C; injection temperature, 28.4 C; flow 
rate, 31.5 X 10~5 m3/s. Grid points, source, and sink are as shown in Fig. 3. 

the experiments are cumbersome* to set up and require extensive in 
situ instrumentation and will therefore be time consuming and ex­
pensive. There is a need to develop new instrumentation for flow and 
pressure measurements and to develop model laws for cases where 
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inhomogeneities and turbulence exists. 

Conclusions 
Experiments have been performed on t.he comhined effects of 

forced and natural convection in a liquid-saturated porous medium 
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;,-
48. 

·0' 

:Z:2 

C 3.0 HR 

/{:.. 
29.4 

• 

·0· 

~
9.4 

32.2 . . 
o 5.0 HR 

60'C 
. -48·9 

-.43.3 

'0· 

·0· 

Fig. 10 positions of Isotherms as a function of elapsed time from start of 
Injection, test 6: Initial temperature, 72.5 C; Injection temperature, 30.0 C; 

flow rate, 6.31 X 10-5 m3/s 
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in a system intended to simulate a wet geothermal system. Within the 
range of parameters explored, the flow patterns inferred hy temper­
ature field measurements reveal a natural convection effect that de­
velops slowly and is most pronounced when the source flow is low and 

·0· 

A 15 MIN 

·0· 

35 'C 

B 30 MIN 

·0· 

C 1.0 HR 

·0· 

~6.7 

D 3.0 HR 
Fig. 11 Positions of Isotherms as a function of elapsed time from start of 
Injection, test 11: Initial temperature, 37.9 C; Injection temperature, 25.6 C; 
flow rate, 3.15 X 10-5 m3/s 
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-0' 

A 15 MIN 

-0- -0-

'/-
~6.7 

-0-

c 50 MIN 
Fig. 12 Positions of isotherms as a function of elapsed time from start of 
Injection, test 10: initial temperature, 39.4 C; injection temperature, 24.8 C; 
lIow rate, 6.30 X 10-5 m3/s 

the temperature difference is large. The results will be useful for 
checking numerical computations and were intended as a first step 
toward developing the capability to physically model geothermal 
reservoirs. When more extensive data of this type are available cov­
ering a range of sizes and geometries, it will be possible to verify the 
scaling requirements for model experiments. It may also be possible 
to use such model experiments to determine optimum spacing be­
tween production and injection wells. 

The experiments are cumbersome to set up and new experimental 
techniques would greatly aid in the development of this method. 
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Appendix 
In the nondimensionalization of the governing equations, some 

choices must be made of characteristic quantities. The quantities 
chosen are identified as follows: 

060 

Tc = To - Ts characteristic temperature 

Lc = 2(d2 - R2)1/2 = a characteristic length 

Pc = Po characteristic density 

/:,.Pc = Po{3fTc characteristic density difference 

tc = Lc 2/ O!mf characteristic time 

Pc = L cPog{3fTc characteristic pressure 

Vc = Kg{3fTc/vf characteristic velocity 

(A-I) 

(A-2) 

(A-3) 

(A-4) 

(A-5) 

(A-6) 

(A-7) 

Using these quantities the dimensionless dependent variables are: 
_ V 

(V)*"'­
Vc 

(To-(T» 
T* '" -'--"------'----'--'-

Tc 

p* '" (p) - Po) 

Pc 

Pf* '" (Pf)/Pc~ 

and the dimensionless independent variables are 

Ra = PrGr Rayleigh number 

(A-8) 

(A-g) 

(A-lO) 

(A-H) 

(A-12) 
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where 

Gr s aKgfyTJv? Grashof number (A-12a) 

Pr s j-//o:m/ Prandtl number (A-12b) 

NA,, = fifTc dimensionless density difference parameter 
(A-13) 

^p)m* = (pCp)m/PcCpf 

dimensionless heat capacity parameter (A-14) 

t* = t/tc = —— dimensionless time (A-16) 

V*sLcV dimensionless del operator (A-17) 
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Transient Temperature 
Distributions Within Porous Slabs 
Subjected to Sudden Transpiration 
Heating 
This paper investigates the transient temperature distribution within packed beds after 
being subjected to single blow heating. Numerical solutions are derived for the fluid and 
solid temperatures that include the effect of forced convection heat transfer at the fluid-
exit surface. An inlet-face heat transfer coefficient is specified that includes both the ef­
fect of small scale inlet-face convective heat transfer and heat conduction in the oncoming 
transpirant. The boundary conditions do not require fluid or solid temperatures to be 
specified at the bounding surfaces. Charts are presented for predicting the response times 
for packed bed heat exchangers and chemical reactors covering a wide range of parame­
ters. 

1 Introduction 

Transient temperature distributions develop in the hot startup 
of packed bed heat exchangers and chemical reactors. In the single 
blow heating of a packed bed heat exchanger, an initially isothermal 
packed bed is suddenly exposed to a flow of high temperature tran­
spiring fluid (usually a gas) for the purposes of storing thermal energy. 
In chemical reactor applications, a high-temperature catalyst gas is 
suddenly forced to pass through an initially isothermal porous slab 
and into a reaction zone, in order to increase the rate of chemical re­
action taking place between the species of a fluid mixture flowing in 
the reaction zone. 

Previous solutions [1-3]' in the literature for the single blow heating 
of packed beds took the fluid temperature at the fluid-entry surface 
to be initially elevated and held at a constant value throughout the 
transient adjustment. In the related transpiration heat transfer 
problems in which the forcing function is a step increase in the rate 
of internal heat generation [4] or a step increase in the rate of con-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
September 2, 1975. Paper No. 76-HT-LL. 

vective heating at the fluid-exit surface [5], the assumption that the 
fluid-entry temperature is identically equal to the temperature of the 
oncoming fluid is usually not seriously violated. However, for packed 
beds subjected to single blow heating, the fluid-entry temperature 
will change throughout the transient adjustment. Upon approaching 
within several pore diameters of the fluid-entry surface, the fluid will 
accelerate toward its first pore or fluid-entry point. The accelerated 
lateral fluid motion in the vicinity of the stagnation point for each 
solid particle at the bounding surface will give rise to small-scale 
convective heat transfer between the bulk of the approaching fluid 
and the solid material at the bounding surface. This small-scale 
convective heat transfer and the heat conduction in the oncoming 
fluid will cause the fluid-entry temperature to change through out the 
transient adjustment in response to physical processes taking place. 

The present paper presents numerical solutions for predicting solid 
and fluid temperatures within packed bed heat exchangers and 
chemical reactors after being subjected to single blow heating. An 
inlet-face heat transfer coefficient is specified that includes the effect 
of both small-scale convective heat transfer and heat conduction in 
the oncoming transpirant, permitting the fluid-entry temperature 
to change through out the transient adjustment in response to physical 
processes. Furthermore, these solutions include the effect of forced 
convection heat transfer at the fluid-exit surface (the case of the 
chemical reactor). An exact analytic solution for the limiting case of 

Journal of Heat Transfer MAY 1976 / 221 
Copyright © 1976 by ASME

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



equal gas and matrix temperature is also derived. This solution is used 
to develop charts for predicting the response times for packed bed 
heat exchangers and chemical reactors covering a wide range of pa­
rameters. Analytic solutions for predicting the steady-state fluid and 
matrix temperatures that occur within packed beds are also presented. 
Koh [6] developed a similar analytical solution that required solid 
temperatures to be specified at the bounding surfaces. The authors 
of the present paper feel that such a formulation has the disadvantage 
that an experiment must be first performed to measure bounding 
surface temperatures before steady-state profiles can be predicted. 

2 Analys i s 
Assumptions made in the analysis are outlined in the following: 
1 Thermal, physical, and transport properties are constant. 
2 Heat conduction in the solid material and fluid flow through 

the interstices are one-dimensional in a direction normal to the 
bounding surfaces. 

3 Thermal storage within the fluid is neglected. 
4 Heat conduction within the fluid is neglected. 

From the foregoing assumptions, it is seen that heat conduction in 
the solid material and in a direction transverse to the fluid flow is 
neglected. This condition occurs when the transverse thermal resis­
tance of the solid matrix particles is small in comparison to the ther­
mal resistance of the interstitial convective film between gas and 
matrix; that is, the separate solid particles within the matrix are at very 
nearly uniform temperature in a plane parallel to the faces. In terms 
of a Biot number, hsR/Km, based on a mean particle radius, R, the 
foregoing condition is met when this Biot number is less than 0.1. 

With the foregoing assumptions, a heat balance may be performed 
on the solid material of an elemental slice of the packed bed system 
of Fig. 1. The sum of the heat transferred by internal convection be­
tween the fluid and the matrix and the net heat conducted into the 
solid material must equal to the energy stored in the solid material, 
giving the partial differential equation: 

(T„ - Tm) •• 

( • > - » ) • • 

1 

st 

oF0 
(1) 

Correlations for predicting the volumetric heat transfer coefficient, 
hv, may be found in references [7-8]. Performing a similar heat bal­
ance on the fluid contained in an elemental slice, the decrease in fluid 
enthalpy must be equal to the interstitial heat transfer between the 
fluid and matrix, giving the partial differential equation: 

-GCe-^ = hu(TB-Tm) 

o r - g — = B i m ( » - 0 ) (2) 

POROUS SLAB 

r -
Fig. 1 Packed bed system 

For a plane at the fluid-entry face, the net heat transferred to the 
matrix from the oncoming fluid must equal to the loss in fluid en­
thalpy, or 

GCg(Tgf - Tg) = hf(Tgf -Tm) at x = 0 

or (l-i>) = St(l -6) at £ = 0 (3) 

Here hf is the inlet-face heat-transfer coefficient and includes the 
effect of both small-scale inlet-face convective heat transfer and heat 
conduction in the oncoming fluid, and St, the inlet-face Stanton 
number is based on hf. The specification of an inlet-face heat transfer 
coefficient is a more general formulation than the fluid conduction 
condition used by Bernicker [16]. The energy transferred from the 
oncoming fluid must also be equal to the heat conducted into the 
matrix, hence 

hf(Tgf - Tm) = -Km — ^ at x = 0 
sx 

orgSt{6- 1) 
a0 

a t£ = 0 (4) 

The inlet-face heat transfer coefficient may be estimated from cor­
relations for predicting the heat transfer coefficient in the vicinity of 
a stagnation point of blunt-nosed two-dimensional or axisymmetric 

- N o m e n c l a t u r e -

Bim = interstitial heat transfer number, BiOT 

= hvb
2IKm 

C = specific heat 
Fo = dimensionless time (Fourier modulus), 

Fo = at/82 

g = dimensionless mass flow rate of transpi-
rant, g = GC8/Km 

G = superficial mass flux of transpirant ap­
proaching fluid-entry surface 

h = forced convection heat-transfer coeffi­
cient at fluid-exit surface 

hf = inlet-face heat-transfer coefficient 
hs = internal heat-transfer coefficient per 

unit surface area 
hu = internal heat-transfer coefficient per 

unit bed volume 

H = Biot number at fluid-exit surface, H = 
hS/Km 

K = thermal conductivity 
Mi, Mi = roots of characteristic equation 
R = particle radius 
St = inlet-face Stanton number, St = hflGCg 
t = time 
T = temperature 
x = distance from fluid-entry surface 
a = thermal diffusivity, a = K/pc 
fin = roots of characteristic equation 
b = slab thickness 
S = dimensionless (solid) matrix temperature, 

6 = (Tm - Tg0)/(Tg/ - Tg0) 
X = AFo/(A£)2 

J = dimensionless distance from fluid-entry 

surface, J = x/S 
p = density 
v = dimensionless fluid temperature, v = (Tg 

- Teo)/(Tgf - Tg0) 
<t> = time-dependent portion of solution 
\j/ = steady-state portion of solution or em­

pirical coefficient that depends on particle 
shape 

Subscripts 

/ = bulk fluid stream approaching fluid-entry 
surface 

g = transpirant 
m = (solid) matrix 
n = the rath node or n th term 
0 = initial reference temperature 
R = mean particle radius 
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bodies [9]. At the fluid-exit surface, the heat lost by forced convection 
heat-transfer must equal to the energy conducted from 
matrix material: 

from the solid 

aT 
-Km — - = h (Tm - Te0) at x 

ax 

a6 
- — = H6 at £ = 1 

a£ 
(5) 

Correlations for predicting the fluid-exit heat transfer coefficient, re, 
with boundary layer suction and blowing may be found in refer­
ences [10-14]. The solid and fluid are initially at the reference tem­
perature Tgo, or 

0 for Fo < 0 0 < £ < 1 (6) 

Setting the right side of equation (1) equal to zero, the steady-state 
solution to the foregoing system of equations is found to be: 

• 1 = -
\ 8 ' ) 

St ) eM^ 
V 8 ' ) 

St ) eM* 

/M2 

(7) 

eMHH + M2) (— - S t ) - eM*(H + Mx) / — - S t ) 

Fig. 2 Location of nodes for the finite difference analysis 

, 2BimA£ 2BimA£ , 
(10) 

Mi „ \ M2 

. - 1 : 
Hp-S^^.Hp-St) ,Mii 

M2 M* (H + M2) (— - S t ) - eMKH + Mt) ( — - S t ) 

(8) 

Mi,2 = ± V ( ) + B l 

2g v \2gl 
Koh [6] presented a similar steady-state solution, but his selection 
of boundary conditions required the matrix temperatures at the 
bounding surfaces be specified. The foregoing steady-state solution 
eliminates this requirement. 

A time-dependent solution to the foregoing system of equations 
was obtained using a finite difference technique. The position of nodes 
within the packed bed are shown in Fig. 2. Note that there are re nodes 
and re-2 subdivisions for the packed bed. This nodal arrangement has 
the advantage that it permits boundary conditions to be converted 
directly into finite difference equations. Making use of finite differ­
ence formulas [15] for first and second derivatives, differential 
equations (1) and (2) and the boundary conditions (3)-(5) may be 
readily converted into implicit form difference equations. In summary, 
the equations for the solid temperatures at the n nodes are: 

,x(1 +^l)_,2 = f ^ l 

-2X0i + (3X + Bim AFo + 1)02 - X03 = B2' + BimAFoi/2 

+ 

-X0;_i + (2X + BimAFo + 1)0; - X0i+i = 0,'+ BimAFoi/,- (9) 
+ 

-X0n_2 + (3X + BimAFo + 1) 0„_! - 2X0„ = 0'„-i + BimAFoK„-i 

g I g \ 
- - !/„_2 + I BimA£ - - ) n„_! + gvn = Bim A£0„_i 

V BimA£/ \ BimA£/ 

The two foregoing sets of equations are linear algebraic systems of 
equations of the form Ay = B. As in the case of the differential 
equations (1) and (2), the two matrix systems of equations are also 
coupled. Note, also, that the coefficient matrix for both systems is 
tridiagonal. To obtain a time-dependent solution, it is necessary to 
solve iteratively the two foregoing coupled systems for consecutive 
time steps. 

To provide a check on the convergence of the finite difference 
equations, the limiting case of infinite interstitial heat transfer be­
tween the fluid and matrix for which the fluid and matrix temperature 
become equal is derived in the following. The condition of equal gas 
and matrix temperature is approached in an actual packed bed in 
which the interstitial heat-transfer number, Bim, becomes large. The 
foregoing system of equations reduces to: 

a20 

af 

V 
a£2 <s£ aFo 

•H8 at | = 1 

(11) 

(12) 

(13) 

(14) 

•0 en(i + {H)-e, 

and the equations for the fluid temperature at the n nodes 

n = (1 - St) + St0i 

-gn + ( | + BimAf )K 2 + - K3 = BimAf02 

g(B-l)=- a t£ = 0 
si 

0 = 0 for Fo < 0 0 < £ < 1 

Assuming a solution of the form 

0(£,Fo) = M ) + (M{,Fo) 

the general solution to (11) becomes 

0 = A0 + B0eei + £ exp P ^ - (pn* + ^ - ) F o l 

X[A„ cos (/?„£)+ B„ sin G8nE) (15) 

Application of boundary condition (13) leads to: 

A0 = 1 (16) 

Boundary condition (12) gives 

(17) 

Bo = -A0es 
H 

H + g 
(18) 
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Fig. 3 T h e e " e c t ° ' , n e inlet-face Stanton number on the steady-state 
temperature distribution within a regenerator 

and leads to the characteristic equation: 

Pn(H + g) 
t an Wn) •• 

3 „ 2 - - ( # + - ) 
(19) 

The eigen values (Sn are the roots of the foregoing transcendental 
equation. Introducing (16), (17), and (18) into (15) gives 

H 

H + g 
• " + £ ^ e x p l ^ { - ( & , * + - ) Fo 

n=l L2 \ 4 / 

X [cos Wn0 + ( ~ ) sin (A,£) j (20) 

Applying the initial condition (14) leads to the following relation: 

H + g 

• £ A„ [cos (&,{) + M - ) sin ( / « ) ] (21) 

The Sturm-Liouville theorem may be used to obtain the orthogonality 
property: 

lV^,+(^)sinH[c 
.a 

+ (^)s in(^) ]^ = 0 

for n ^ m (22) 

Multiplying equation (21) by the factor [cos (/Sm£) + (g/2$m) sin 
(fl |)], applying the orthogonal relation (22), evaluating the integrals, 
and making use of (19) gives the series coefficient: 

-2/3„2g 
An = — (23) 

M+T)*[ 
2 ^ l \ . , ft,2 + g/2(H• + g/2) . I 

1 + r~rr : sin2 (ft,) n2(H + g) 

The final time-dependent solution is given by equation (20). 
The finite difference solution was checked against the solution of 
equation (20). It was found that for 10 subdivisions of the matrix (n 
= 12), the finite difference solution converged to the solution of 
equation (20) as the interstitical Biot number, Bim, was made large. 

3 Discussion of R e s u l t s 
The effect of inlet-face heat transfer on the steady-state temper­

ature distribution within a packed bed subjected to single blow 
heating is shown in Fig. 3. For this analysis a Biot number H = 1, a 
transpirant flow rate g = 1, and an interstitial heat transfer number 
Bim = 5 were selected. Separate steady-state fluid and matrix tem­
perature distributions were obtained using equations (7) and (8) for 
inlet-face Stanton numbers equal to 0.2, 0.5, and 0.8 and are plotted 
in Fig. 3. Notice that the effect of the inlet-face Stanton number is 
confined to an entrance region. For this particular example, the 
inlet-face Stanton number has no effect on the steady-state temper­
ature distribution for the right half of the packed bed. Also, note that 
for high inlet-face Stanton numbers (such as St = 0.8), most of the 
change in fluid temperature takes place in the fluid region in front 
of the packed bed, rather than inside the matrix. Another important 
observation is that the fluid-entry temperature at £ = 0 differs sig­
nificantly from the upstream supply condition (v = 1). Thus, the as­
sumption that the fluid-entry temperature is equal to the upstream 
supply condition may not be a good one for packed beds subjected to 
single blow heating. 

The system of finite difference equations (9) and (10) were solved 
numerically for the fluid and matrix temperature. For the analysis, 
an interstitial heat transfer number Bim = 5, a Biot number at the 
fluid-exit surface H = 1, a transpirant flow rate g = l, and an inlet-face 
Stanton number St = 0.4 were used. Matrix and fluid temperature 
distributions within a packed bed for various elapsed times (Courier 
numbers) after the start of single blow heating are shown with solid 
lines in Fig. 4. The limiting case of infinite interstitial heat transfer 
between the fluid and matrix for which the matrix and fluid tem­
perature become equal are shown with broken lines in the plots of Fig. 
4. Initially (Fo = 0) the matrix and the fluid are at the reference state, 
To, or 6 = v = 0. A short time after the start of single blow heating (Fo 
= 0.02), the transpiring fluid temperature has risen significantly over 
the left half of the packed bed. The heat capacity of the solid matrix 
causes its temperature to be elevated only in a narrow entrance region. 
As time progresses, heat is progressively transferred by internal 
convection to the solid matrix, and its temperature gradually rises, 
until a steady-state condition (Fo = °=>) is reached. Note that, when 
forced convection heat transfer is present at the fluid-exit surface (H 

Numerical solutions {eqn. 9 and 10) 

Limiting-case so lu t ion,er^{eqn. 20) 

Fig. 4 Transient temperature distribution within a packed bed subjected to 
single blow heating (St = 0.4, g = 1, H = 1, and Bim = 5) 
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Fig. 5( a) Response times for fluid-entry surface 

> 0), the matrix-to-gas temperature difference is initially large at the 
beginning of the transient adjustment and decreases to minimum in 
the st~ady-state. 

I t is interesting to note that in the foregoing plots of Fig. 4, that 
during the early stage of the transient development that the exact 
solution for the limiting case 0 = v tends to follow the matrix tem­
perature. During the latter stage of the transient temperature de­
velopment, it lies between the matrix and gas temperature distribu­
tions, whereas in the steady state it tends to be closer to the fluid 
temperature distribution than the matrix temperature distribution. 
Another very interesting feature of the transient development profiles 
of Fig. 4 is that the fluid-entry temperature varies significantly during 
the transient adjustment. Thus the assumption that the fluid-entry 
temperature is suddenly elevated and held at a constant value through 
out the transient adjustment is seen to be inconsistent with actual 
matrix behavior for the packed bed subjected to single blow heating. 

Of particular interest is the time required for a packed bed 
subjected to single blow heating to reach a new steady-state condition. 
A characterizing parameter for this matrix property is the "response 
time" which is defined as the time (Fourier number) required for the 
solid temperature at some point in the packed bed to reach 63.2 per­
cent of it final steady-state value. The limiting case solution 0 = v 
(equation (20» was used to generate response times for a wide range 
of transpirant flow rates, g, and forced convection heat transfer rates, 
H, at the fluid-exit surface. A Biot number H = 0 applies to the case 
of a packed bed heat exchanger, whereas a Biot number H > 0 applies 
to the case of a chemical reactor. 

Response times are plotted for a wide range of parameters for the 
fluid-entry surface (Fig. 5(a» and the fluid-exit surface (Fig. 5(b». 
Note that for any particular condition that more time is required for 
the fluid-exit surface to reach a steady-state condition than the 
fluid-entry surface. Note, that as both the transpirant flow rate, g, 
and the rate of forced convection heat transfer, H, are made to in­
crease, the difference between the response times at the separate 
surfaces also becomes greater. Also, note that the effect of increasing 
g and H is to decrease the response time at both surfaces of the matrix. 
And finally, as g becomes large, the effect of H vanishes. 

The foregoing response time charts are in a strict sense applicable 
only to the limiting case of infinite interstitial heat transfer between 
fluid and matrix. However, these charts predicted approximate re­
sponse times for packed beds having finite interstitial heat transfer. 
For example, for Bim = 20, the percent error was 4 percent at the 
fluid-exit surface and 5 percent at the fluid-entry surface. For Bim 
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= 5, the error was 6 percent at the fluid-exit surface and 20 percent 
at the fluid-enh'y surface. Thus, the foregoing charts may be used to 
give approximate values for response times for actual packed beds. 
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Heat Transfer in Laminar Flow 
Past a Rectangular Cavity With 
Fluid Injection 
The paper describes an analytical and experimental study of the effects of fluid injec­
tion on heat transfer in laminar air flow over a long square cavity. The Reynolds number 
(based on cavity width) ranged in value from 10 to 1000. The injection (of air) at the cav­
ity wall was varied in velocity from 0 to 5 percent of the main stream. The results indi­
cate the greatest reduction in heat transfer to be occurring at the reattachment point. 
An expression is suggested for predicting the approximate reduction in heat-transfer 
rate from the entire cavity surface. 

Introduction 

Heat transfer in cavity flows of either laminar or turbulent char­
acter has been a subject of a number of publications in recent 
times [1-10].1 A review on this subject can be found in reference 
[11]. Some of the studies, especially those dealing with laminar 
flow, have been made possible largely by the development of better 
low-velocity measurement techniques and by the availability of 
high-speed Computers for the analytical calculations of the com­
plex temperature and flow fields in the cavity. 

Motivation for study of cavity flow comes from a desire to better 
describe the flow and heat transfer in the vicinity of various irregu­
larities which may be present on a surface, either by design or oth­
erwise. The flow field in question will be laminar in nature under 
conditions of very low velocities or small cavities as, for example, 
in the case of flow over certain types of surface roughness, fabrica­
tion seams, or cavities on an ablating surface. Injection may be 
present in slots on certain types of aerodynamic surfaces and in 
some lubrication problems. This study deals with such laminar 
flow situations. 

"The present study [12] consists of two parts, one analytical and 
the other experimental in character. The analytical portion is a nu­
merical study which differs from previous numerical investigations 
in that the two-dimensional Navier-Stokes and energy equations 
are solved fully for the region above the cavity as well as within it. 
In addition, the region near the reattachment corner is solved in 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS and presented at the AIChE-
ASME National Heat Transfer Conference, San Francisco, Calif., August 
10-13,1975. Revised manuscript received by the Heat Transfer Division De­
cember 12,1975. Paper No. 75-HT-58. 

detail and injection of fluid through the cavity bottom is consid­
ered. In studying the entire field with a numerical technique, no 
attempt is made to delineate and analyze in detail any individual 
region such as a shear layer, wake, or reattachment zone. Instead, 
the capabilities of the numerical method to accommodate a variety 
of boundary conditions and complex geometries are used to advan­
tage in studying both overall and local heat transfer phenomena. 
While solutions for high Reynolds number flow are difficult using 
numerical techniques such as the method employed in this study, 
this is not considered a major disadvantage since, for such flows, 
the assumption of laminar flow also breaks down." 

Analytical Study 
The specific flow geometry to be considered is a square cavity 

with sides of length B located in one of two parallel plates spaced a 
distance B apart (Fig. 1). The plates and cavity walls are consid­
ered to be at a uniform temperature, Tw. Fully developed Poi-
seuille flow is assumed to exist upstream of the cavity. The tem­
perature field is also considered fully developed. Uniform injection 
of fluid at a temperature Tw is assumed to take place through the 
bottom wall of the cavity. The flow inside and over the cavity is as­
sumed to be steady, laminar, Newtonian, and incompressible with 
constant properties. Effects of viscous dissipation are considered 
to be negligible. 

The velocity and temperature fields are described by the usual 
Navier-Stokes and energy equations, written nondimensionally in 
terms of stream function and vorticity as follows: 

ax2 ay2 

— + — 
ax2 ay2 

Re [ atp aw a\p ao>~| 

ay ax ax ayl 

(1) 

(2) 

and 
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Fig. 1 Flow geometry for analytical study 

a26 a26 „ „ r 
—- + — - = PrRe 
ax2 ay2 L 

a\p ad a\p adl 

ay ax ax ay\ 
(3) 

which is similar in form to equation (2). 
Equations (1), (2), and (4) are put into finite difference form 

with the use of the relations 

aP = Pi+lJ - Pj-u 

ax 2b 

aP = Pij+i-Pij-1 

ay 20b 

a2P Pi+lJ - 2PU + Pj^j 

ax2 b2 

a2P^Pij+1-2PiJ + Pi,J-1 

ay2 fib2 

where Pij represents the value of any property, P , at the ijih loca 
tion of a mesh system with points spaced as shown in the fol 
lowing: 

(4) 

: - i , > + i ; , ; + i i + 1, j + 1 

ters, a i , «2, and 013, the governing equations are put into the form 

<PU" = (1 - aJtij"-1 + 
ai 

• mti+v*-1 

UHj" = (1 - a 2 ) a . , j " 

2(1 + fi) 

+ fc_i/> + b2Ui,j) + fe'+l"-1 + 4>i,j-ln] (5) 

i(02 + O o i - x j " 
2(1 + /32) 

+ (fi - CU+u"-1 + (1 - DUj-f + (1 + D)a>ij+i"-1] (6) 

Bijn = (1 - aalflij"-1 + • - [(/32 + C')fli-ij" 
2(1 + /32) 

+ (/?2 - C')fl,-+un-x + (1 - O ' R ' j - i " + (1 + D' )e l j + i n - 1 ] (7) 

where C, £), C", £)' are as given below.2 

These relations apply at all points except, of course, on the 
boundaries. The boundary points require special attention and will 
be discussed later. 

The method used for the solution of these equations, the so-
called "over-relaxation" method, is somewhat similar to that used 
by Mills [13], Burggraf [2], and others with the exception that the 
relaxation factors here have been taken as functions of local veloci­
ty in order to obtain rapid convergence over a wide range of Reyn­
olds numbers. 

The proper choice of values of ai, a% and «3 is essential to a sta­
ble and rapid convergence of the iterative procedure. Stability of 
the solutions was particularly sensitive to the choice of values of a^ 
and 0*3. When a single value was assigned to either of these and 
used for all points in the field for all iterations, the procedure was 
either unstable or convergence was deemed excessively slow. How­
ever, it was found that by choosing these parameters as functions 
of local velocity at each step it was possible to achieve convergence 
of the iterative process in reasonable times for all values of Reyn­
olds numbers included in this study. 

An analysis similar to Russell's [14] for the case with a rectangu­
lar mesh system resulted in expressions of the same general form 
for ai [12]. However, since the square-root function encountered 

I-UJ i,j i+l,j 

i - l , j - l i,j-l J + ! , ; ' - ! 

After introducing equation (4), along with relaxation parame-

2 C = 5 ^ ( fe + 1 - tu_{); C = PrC 
4 

D = ^ (<pi+1J - <Pi-ij);D' = PTD 
4 

(7a) 

•Nomenclature. 

b = mesh size in *-direction 
B = cavity width 
C,D,C',D' = parameters defined in text 
h — convection coefficient = (qw/A)/(Tw — 

Tc) 
k = thermal conductivity of fluid 
Nu = cavity Nusselt number = hB/k 
P = any one of the dependent variables: \p, 

w, or 6 
Pr = Prandtl number 
q = heat-transfer rate from cavity with 

fluid injection 
qo = heat-transfer rate from cavity without 

fluid injection 
Re = cavity Reynolds number = UB/v 
T = local temperature 
u. = local x -component of velocity (Note: ft 

= u/U) 
U = average flow velocity in channel 

v = local y-component of velocity (Note: 0 
= v/U) 

Vi = ratio of injection velocity at cavity to 
the average mainstream velocity 

x = horizontal coordinate, Fig. 1 
x = x/B 
y = vertical coordinate, Fig. 1 

y = y/B 
«i = relaxation factor for \f/ difference 

. equation 
«2 = relaxation factor for w difference 

equation 
«3 = relaxation factor for 8 difference equa­

tion 
0 = ratio of mesh size in y -direction to that 

in x -direction 
v = kinematic viscosity of fluid 
\p = dimensionless stream function = 

(stream function)/( C/B) 

01 = dimensionless vorticity = (vorticity)/ 
(WB) 

6 = dimensionless temperature = (T — 
TW)/(TC - Tw) 

Subscripts 
c = condition at channel center, upstream 

from cavity 
i = denotes position in x -direction (except 

inu;) 
j = denotes position in y-direction 
w = condition at wall 
0 = boundary point 
1 = neighboring point 
n = denotes direction normal to boundary 

Superscript 

n = iteration index 
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took a relatively large amount of computer time, it was found more 
expedient to use the following simplified relations: 

INJECTION AIR SUPPLY 

«l = 1.2 

K2 + C + D 

Ki 

(8) 

(9) 

(10) 
K2 + C' + D' 

where K\ and Ki were constants which were varied systematically 
in a trial and error fashion to determine the best values for rapid 
and stable convergence. Values used ranged between 1 and 4. 

These expressions are somewhat more conservative than the de­
rived optimum expressions [12]. Hence, they will usually result in 
more iterations being required before convergence. However, be­
cause of stability criteria, an underestimation of a; is much less se­
rious than is an overestimation of a,-. 

The choice of values for b and /3, which determine the mesh size, 
is also a compromise. A fine mesh is desirable for stability and ac­
curacy of the solution, while a coarse mesh is desired to limit com­
puter time. After some experimentation, a value of 0.04B was cho­
sen for b and a value of 0.5 was chosen for /3. These were used for 
all regions except near the reattachment corner where a reduced 
mesh size was required because of the large velocity and tempera­
ture gradients in that region [12]. 

A more complete discussion concerning the choice of relaxation 
factors and mesh size may be found in reference [12] along with 
listings of the computer programs used in the study. 

In the solution of the equations, calculations were continued 
until the residual, R, was less than 10 - 6 for all points within the 
flow field. Here R was taken as the change in value for the proper­
ties, \p and 6, between two successive iterations. Using this conver­
gence criteria and with judicious initial guesses of \p, <i>, and 0 
(taken from results of solutions for lower Reynolds numbers) typi­
cal solution times required were 5-10 min on the CDC 6500. 

B o u n d a r y Condi t ions 
One boundary condition for the Navier-Stokes equations at each 

of the solid walls can be immediately written as 

3\p 

at 
a constant 

along each wall, where t is the coordinate parallel to the wall. (The 
constant is zero when there is no injection of fluid through the wall 
and —Di when the relative injection velocity at the wall is D;.) The 
other condition required at these walls can be derived from the 
condition that there is no slip at the wall, i.e., (a\plan)w = 0, and 
the resulting relation is written as 

2 
wo = — (i/'o - M 

bz 

At the upstream and downstream boundaries of the field in the 
channel, however, the boundary conditions are not quite so explic­
it. The effects of the cavity on the external flow may be felt for an 
indefinite distance—both upstream and downstream. However, to 
obtain a manageable field size it is necessary to impose some con­
ditions which may be only an approximation to physical reality by 
taking "boundaries" at a relatively short distance upstream and 
downstream of the cavity. The upstream boundary was chosen at a 
distance, 0.8B, upstream of the cavity with the downstream 
boundary at a distance, B, downstream of the cavity. After trying 
various conditions at these boundaries, it was found that best re­
sults were achieved by using the relations 

a8 0 N u tofr n = 0, 
ax 

dto 

— = 0, 
ax P r R e 

which physically correspond to fully developed flow and tempera­
ture fields. In difference form these were expressed as 

i/<o = ^ 1 , wo = o>i 

FLOW STRAIGHTENERS 

EM SINK 

1-22 m 

Fig. 2 Schematic of experimental flow system 

0o = "i/(l + b Nu/Pr Re) upstream 

Bo = 0i/(l - b Nu/Pr Re) downstream 

where the subscript 0 refers to the boundary point, and the sub­
script 1 refers to the adjacent point in each case. Preliminary solu­
tions were computed with \f/ and 01 actually specified to impose 
fully developed flow between parallel plates at these boundaries. 
However, at the higher Reynolds numbers, slight irregularities 
(which physically would correspond to very small oscillations in 
the flow) were present in the $ field near these boundaries. Speci­
fying the derivative boundary conditions eliminated these irregu­
larities while still allowing satisfactory convergence rates when 
using a good initial guess of the solution. 

E x p e r i m e n t a l S t u d y 
A supporting experimental study of the flow patterns, velocities, 

and temperature distributions within and above the cavity was 
conducted using the system depicted in Fig. 2. Air was drawn 
through a flow channel of rectangular cross section with a square 
cavity in one of the walls. With an aspect ratio of 26.7 for the chan­
nel and a developing flow section 64 times the plate spacing in 
length, flow in the system was essentially two-dimensional and 
fully developed. The velocity profile was experimentally verified to 
be parabolic upstream of the cavity. The channel walls were con­
structed of aluminum plates which were held at the desired tem­
perature by means of electrical heating wires (Fig. 3). Uniformity 
of temperature was obtained by variations in the wire spacings and 
by individual control of the seven separate heating circuits. To 
allow uniform injection of air through the bottom wall of the cavity 
it was constructed of a %-in. thick plate of graphite with an overall 
porosity of 20 percent. Filtered air from a high-pressure air supply 
was used to pressurize a plenum constructed over the cavity bot­
tom (Fig. 3). The flow rate of this injected air was controlled by 
means of a pressure-regulating valve and measured with a laminar-
flow element. Its temperature was adjusted to equal the cavity wall 
temperature prior to its delivery to the plenum. 

Velocities at points within and above the cavity were measured 
using a hot-wire anemometer which was modified to improve its 
sensitivity to the small velocities [12]. Calibration of the wires used 
was accomplished by centering the probe in a separate tube, 1.510 
in. in diameter, in which a fully developed laminar flow had been 
established. Flow rates in the tube were measured by means of a 
laminar-flow element [15] for part of the range of interest and by 
means of a thin-plate orifice section for the remainder of the range. 
Agreement between the two measuring devices was excellent over 
the range where both were judged to be accurate. 

Temperature measurements were made with 30-gauge copper-
constantan thermocouples and a K3 potentiometer. Wall tempera­
tures were measured with thermocouples attached to the wall at 13 
selected locations. Traverses were made with a probe which was 
positioned by means of a traversing mechanism which was also 
used for positioning the hot-wire anemometer probe [12]. The 
thermocouple probe was constructed with the 30-gauge wires ex-
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Fig. S Analytical streamline patterns, Re = 100, 5 percent injection 

Fig. 3 Cross section of cavity 

tending 3.2 cm to the junction from a small diameter steel tube in­
serted through the back wall of the cavity and bent at a 90 deg 
angle in the direction of the measuring point. Prior to their instal­
lation, all thermocouples were calibrated. 

Discussion of Results 
Streamline patterns within and above the cavity were drawn 

from the calculated stream function values and by interpolating 
between points when necessary. A representative streamline plot is 
shown in Fig. 4. The large central vortex appearing in this figure is 
similar to that observed by previous authors when considering flow 
in a "closed" cavity. It persisted in the cavity even at the rates of 
injection of 1 and 2 percent through the cavity bottom. However, 
when a 5 percent injection rate was used, the vortex was no longer 
present and the flow pattern appeared as in Fig. 5. (Note that the 
streamline spacing as drawn in these figures is not indicative of 
local velocity since the differences in stream function magnitude is 
not the same between all adjacent lines.) Small secondary vortices 
appeared in the lower corners of the cavity for flow without injec­
tion at Reynolds numbers of 500 and 1000. At lower flow rates or 
when fluid injection was added, these vortices were not evident, 
however. Photographs of flow visualization obtained by introduc­
ing smoke into the channel upstream of the cavity confirmed these 
results. 

Velocity profiles were obtained from the calculated stream func­
tion data as well as from the experimental measurements and are 
shown in Fig. 6 for comparison purposes. In" all cases it is seen that 

the magnitude of the velocity at points within the cavity is quite 
small when compared to the free-stream value. At the cavity clo­
sure (y = 0), the velocity varied from 16 percent of the free stream 
velocity for the case with a Reynolds number of 1000 to nearly 35 
percent of average free-stream velocity for the case with a Reyn­
olds number of 100. 

Isotherms, also obtained by linearly interpolating between 
points on the temperature map as given by the numerical results, 
are shown in Figs. 7 and 8 for cases with a Reynolds number of 100 
and injection rates of 0 and 5 percent, respectively. The addition of 
injection greatly suppresses heat transfer to the lower parts of the 
cavity and further creates a large region of essentially uniform 
temperature in the bottom half of the cavity. This effect can also 
be seen from Fig. 9 where temperature profiles are plotted at the 
position x/B = 0.5 for flow with a Reynolds number of 500 and a 
variety of injection rates. Thermocouple data from the experimen­
tal studies showed generally good agreement with the numerical 
predictions. 

The Nusselt number along the walls of the cavity was calculated 
from the temperature gradient, (d0/a?j)waii, as obtained from the 
numerical solutions. The distribution is shown in Fig. 10 for vari­
ous injection rates. (To interpret the figure it may be helpful to 

ANALYTICAL 

EXPERIMENTAL DATA 
D »e « 1000 

A R e = 500 

Fig. 4 Analytical streamline patterns, Re = 100, no injection 
Fig. 6 Analytical and experimental velocity profiles showing Reynolds 
number effect, x = 0.5, no injection 
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Fig. 7 Analytical isotherm patterns, Re = 100, no injection 

consider the sides of the cavity folded out to lie in the plane of the 
cavity bottom.) 

It is evident that the heat-transfer rate at the bottom wall is 
very low in all cases—nearly zero for the cases with injection. In 
the case with no injection the Nusselt number at the downstream 
wall near the reattachment corner becomes very high. However, it 
is in this region that the greatest reduction of heat transfer occurs 
when fluid is injected into the cavity. This trend is in general 
agreement with the predictions of Bales and Korst [1]. 

Of particular interest is the effect of fluid injection on the over­
all heat-transfer rate from the cavity. Chapman [10] analytically 
predicted a reduction of the heat-transfer rate which could be ex­
pressed in terms of q/qo as a function of 0,- Re0-5. Fig. 11 shows a 
comparison between Chapman's prediction and the present re­
sults. His analysis was done for the temperature boundary condi­
tions which were applied at y = -co and considered only the jet-
mixing region as the determining factor in overall heat transfer. 
The results of the present study indicate that for the geometry 
considered, a somewhat different Reynolds number dependency 
exists. The results are well correlated when q/qo is plotted as a 
function of D; Re0 7 7 , as shown in Fig. 12. An empirical expression 
which approximates the curve representing the calculated results 
is given as 

— a exp (• -0.43 vi Re0-77) (ID 

0.1 

EXPERIMENTAL DATA 

O NO INJECTION 

D 1Z INJECTION 

A 71 INJECTION 

ANALYTICAL 

It is of interest to note that Chapman's analysis predicted a reduc­
tion of the heat-transfer rate to zero when £>,- Re0-5 reached 1.2 
while the present results indicate that the heat-transfer rate ap-

-1.0 

Fig. 9 Analytical and experimental temperature profiles showing effect of 
injection, x = 0,5, Re = 500 

proaches zero only for very large values of 0; Re0 7 7 . This difference 
is not surprising in view of the fact that Chapman's study dealt 
with a single component, i.e., the mixing region, whereas the 
present study was also concerned with phenomena taking place 
within the cavity and near the important recompression region. 

In conclusion, it was found that the numerical techniques em­
ployed in the study were well suited for the detailed investigation 
of laminar flow and heat transfer in the vicinity of a wall cavity. Of 
particular value is the ability to consider the temperature and flow 
fields both above and within the cavity and to study the important 
region near the reattachment corner in considerable detail with a 
view toward determining overall heat transfer rates. The results 
indicate that fluid injection through the cavity has significant ef­
fects on the flow patterns and the heat-transfer rates. The greatest 
reduction in heat transfer is evidenced especially at the reattach­
ment point on the downstream cavity wall. The magnitude of the 
overall reduction of heat transfer with injection was found to be of 
the same order of magnitude as reported by previous investigators. 
However, a somewhat different dependency on Reynolds number 
and injection rate was observed. 

Fig. 8 Analytical isotherm patterns, Re = 100, 5 percent injection 
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Fig. 10 Analytical local Nusselt number along cavity walls, showing ef­
fect of injection, Re = 500 
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Fig. 11 Effect of injection on heat transfer—comparison with Chapman's 
results 

Fig. 12 Effect of injection on heat transfer 
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Characteristics of Hollow Glass 
Microspheres as an Insulating 
Material and an Opacifier 
Thermal conductivity measurements were performed to determine the characteristics of 
hollow glass microspheres as an insulating material and as an opacifying agent for other 
insulations. The experiments were carried out with a radial flow heat transfer apparatus 
especially designed to suppress extraneous heat transfers, both internal and external to 
the heated section, and to provide uniform temperatures on the bounding surfaces. 
Three types of microsphere insulations were investigated, differing in bulk density and 
in the presence or absence of an aluminizing coating. The thermal conductivity of the 
microsphere insulations was found to be about one and a half times that of stagnant air 
over a wide temperature range. Additional experiments, involving the use of an opacifier 
(powdered silicon), demonstrated that radiative transfer has a minor effect on the ther­
mal conductivity of microsphere insulations. This finding was corroborated by the fact 
that (he high-temperature conductivity of the aluminized microspheres was not appre­
ciably different from that of the uncoated microspheres. Another set of experiments was 
performed in which microsphere insulation was added to opacify silica aerogel, a fine 
powder insulation that is markedly affected by radiative transfer. The presence of the 
microspheres brought about reductions in conductivity of almost a factor of two at an 
optimum mixture ratio of the constituents. Furthermore, it was found that the conduc­
tivity of such a mixture was lower than that of either constituent, thereby illustrating 
their synergistic interaction. 

Introduction 

Insulating materials possessing an interesting variety of thermal, 
structural, durability, and installation characteristics have been 
produced by innovative contemporary technology. An example of 
such insulating materials is hollow glass microspheres, a granular-
type insulation for which the production techniques have only re­
cently been perfected. The thermal conductivity characteristics of 
the hollow microsphere insulation have been investigated in [l]1 

for the range of temperatures relevant to cryogenics and under 
vacuum conditions (<10 - 6 Torr). The present study was undertak­
en to investigate the characteristics of the microsphere insulation 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division October 15,1975. Paper No. 76-HT-OO. 

at higher temperatures (mean insulation temperatures up to 250°C 
(500°F)) and at atmospheric pressure. 

The experiments to be described here encompass three research 
objectives: the effect of (a) bulk density; (b) addition of an opaci­
fier on the thermal conductivity of the microsphere insulation; (c) 
the effectiveness of the hollow microspheres as an opacifier when 
mixed with other granular insulations. The first two of these objec­
tives were part of the original research plan. The third was under­
taken when it was found that the conductivity of the microsphere 
insulation is essentially unaffected by the addition of an opacifying 
material, thereby suggesting that the blockage of radiation by the 
microspheres is comparable to that by the opacifier. 

Hollow microsphere insulations possess a number of attractive 
attributes. As will be demonstrated later, they have low thermal 
conductivity (about IV2 times the conductivity of stagnant air) at 
atmosphere pressure and do not require opacification at higher 
temperatures. They are light in weight, but possess sufficient me­
chanical strength so as not to settle or compact in the presence of 
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vibration or moderate compressive load. When poured, they flow 
like a fluid and are, therefore, able to fully fill the space to be insu­
lated, yet they exhibit a lesser tendency to be airborne than do fine 
powder insulations. Finally, hollow microsphere insulations are 
moderate in cost (on the order of one-fourth the cost of silica aero-
gel). 

The conductivity measurements were performed with the aid of 
a specially designed radial heat flow apparatus. In addition to 
guard heating at both ends of the annular test section, low conduc­
tivity insulations were installed both internal and external to the 
heated section in order to further suppress extraneous heat losses. 
As a result of these measures, a high degree of temperature unifor­
mity was achieved at the bounding surfaces of the annulus at all 
operating conditions of the experiments. 

Three types of hollow microsphere insulations were employed in 
the experiments.2 The first two types, designated, respectively, as 
B25B and B15B (manufacturer's designations), were characterized 
by bulk densities of 0.127 and 0.087 g/cm3. These materials en­
abled an assessment of the effect of bulk density. The third type, 
which consisted of half-aluminized hollow microspheres, was stud­
ied in connection with the possible influence of radiative transfer 
at higher temperature levels. All of the investigated insulations en­
compassed a range of microsphere diameters, as will be indicated 
later. The mean microsphere diameter was on the order of 100 jum 
(0.004 in.), with a wall thickness of approximately 1 p.m (0.00004 
in.). The individual microspheres are filled with a gas mixture of 
SO2 and O2 at a total pressure of about % atm, the component 
gases being present in a ratio of roughly 2:1. 

For the experiments on the role of opacifying materials, finely 
powdered silicon was employed as an opacifier for the microsphere 
insulation. In subsequent experiments, the microspheres were used 
as an opacifying material for silica aerogel insulation. To provide 
comparisons with the results of the latter experiments, conductivi­
ty measurements were also made for silica aerogel insulation, both 
unopacified and opacified with powdered silicon. 

Within the knowledge of the a u t h o r the only prior experiments 
concerned with the characteristics of hollow microsphere insula­
tions are those of [1], mentioned previously. A detailed analysis of 
the heat conduction process in the walls of a hollow microsphere 
and in the region of contact of adjacent microspheres was per­
formed in [2], without consideration of radiation and conduction in 
the spaces interior to and between the microspheres. The radiation 
transfer was analyzed in [3] but, as yet, the complexity of the prob­
lem has precluded a predictive theory including all relevant trans­
port mechanisms. A number of analytical models have been pro­
posed for predicting the thermal conductivities of granular insulat­
ing materials, and these are well summarized in [4]. Owing to the 
fact that the microsphere insulation consists of a three-component 
mixture (spherical glass shell, interior S 0 2 - O2 mixture, air in 
pore spaces), with a range of particle diameters, the existing mod­
els do not appear to be applicable. For example, the microsphere 
insulation does not fall within any of the seven categories of three-
component mixtures considered in [5]. As a consequence, it does 
not appear that predictions are presently available against which 
to compare the results to be reported here. 

F^MV>°>^^»^^^°#V#^s 

Z Z Z •////////////////. 

'- All manufactured by 3M Company, St. Paul, Mi] 

Fig. 1 Schematic diagram of the thermal conductivity apparatus 

E x p e r i m e n t a l A p p a r a t u s and P r o c e d u r e 
The apparatus that was employed for the thermal conductivity 

measurements is shown in cross sectional view in Fig. 1. The de­
sign was aimed at minimizing extraneous heat transfers both inter­
nal and external to the apparatus. The insulation material to be in­
vestigated is contained in the annular space A bounded by the 
concentric cylinders B and C. The inner bounding cylinder is made 
of copper, with an outside diameter of 2.67 cm (1.05 in.) and a wall 
thickness of 0.290 cm (0.114 in.). The outer bounding cylinder is of 
brass and has an inside diameter of 7.77 cm (3.06 in.) and a 0.559 
cm (0.22 in.) wall. The length dimensions (in centimeters) of these 
and other components are indicated in the figure. 

The main heater Z), fabricated by winding sheathed double-con­
ductor resistance wire onto a helically grooved copper core, was 
tightly press fitted into cylinder B. Flanking each end of the main 
heater is a guard heater E, made up of a copper spool wound with 
the sheathed resistance wire. To minimize extraneous heat trans­
fer between the main heater and the respective guard heaters, a 
disk F of Min-K insulation was employed as a separator. Min-K 
was selected for this function because it is a rigid material capable 
of accommodating high temperatures and yet has a thermal con­
ductivity substantially less than that of air (e.g., almost 30 percent 
less at a temperature of 300°C). The Min-K disk shown in the fig­
ure has an aperture to permit the passage of the main heater power 
leads. Once the leads were installed, this aperture was closed with 
high temperature fibrous insulation. The Min-K disk at the other 
end of the main heater is solid. 

A number of features were incorporated into the apparatus to 
suppress end losses. The hollow bore G of the guard heater was 
filled with microsphere insulation. Min-K disks H were employed 
to close the ends of the inner cylinder B, and cylindrical blocks I of 
Min-K served to seal the ends of the annular space A. To further 
dimmish end losses, each end cap was interfaced with a large bed J 
of silica aerogel insulation, whose thermal conductivity at moder­
ate temperatures is less than that of air. 

Surface temperatures on the inner bounding cylinder of the an­
nulus were measured with the aid of ten 30-gage iron-constantan 

- N o m e n c l a t u r e . 
k - thermal conductivity 
km = mean thermal conductivity, equa­

tions (2) and (3) 
L = length of main heater 
Q = power input to main heater 
n = inner radius of insulation annulus 

r0 = outer radius of insulation annulus 
T = temperature 
Tav = average temperature of insulation, 

UTi + To) 
Ti = temperature at r,-

To = temperature at ro 
T* = temperature corresponding to km 

pb = bulk density of insulation sample 
pt = true density of solids 
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thermocouples which had been calibrated prior to, their instaila­
tion. The axial positions of the thermocouple junctions are 'identi­
fied in Fig. 1 by the x-symbols. At the midplane, there are four
thermocouples deployed at 90 deg intervals around the circumfer­
ence, whereas single thermocouples are situated at each of the
other axial stations. The thermocouple leads were placed in shal­
low axial grooves that had been machined into the surface of the
cylinder. The dimensions of the grooves, were chosen to be the min­
imum that could accommodate the wires. Good contact between
the junctions and the cylinder was assured by the use of copper
oxide cement. The edges of the grooves were peened against the
junctions and the lead wires to ensure positive positioning. As indi­
cated in Fig. I, the lead wires were brought out from the ends of
the apparatus.

Owing to the guard heating and the other measures aimed at
suppressing extraneous heat losses; a high degree of uniformity
was attained among the thermocouple readings. For example, at
the lowest temperature level of the experiments (inner-cylinder
temperature of about 130°C (265°F)), temperature uniformity
among the thermocouples was within 0.02°C. At the highest tem­
perature level, at which the inner-cylinder temperature was about
420°C (790°F), uniformity was within 0.15°C. The axial heat
transfer induced in the wall of the inner cylinder by these temper­
ature variations was estimated, at maximum, to be about two per­
cent of the power input to the main h~ater.

Temperature measurements on the outer bounding cylinder
were made at three axial stations by means of 12 thermocouples.
At each station, four thermocouples were circumferentially distrib­
uted at 90 deg intervals. As a matter of convenience, the thermo­
couples were installed on the outer surface of the cylinder rather
than on the inner surface. Calculations indicated that at the high­
est heat flux of the experiments, the temperature drop across the
cylinder wall is only about O.02°C (--Q.04°F). Therefore, the place­
ment of the thermocouples on the outside surface is not a source of
error. The temperature uniformity among these thermocouples
was even better than the aforementioned uniformity for the inner­
cylinder thermocouples. The thermocouple wires were laid in axial
grooves similar to those on the inner cylinder.

The thermocouple outputs were read with a digital voltmeter to
within one microvolt. The main heater and the two guard heaters
were each energized by a separate doc power supply. Heater power
inputs were determined either by a laboratory-grade (% percent)
wattmeter or by voltage and shunt current measurements, depend­
ing on the power level.

The iriner bounding surface (i.e., the heating surface) of the in­
sulation annulus was coated with a continuous black oxide film,
whereas the outer bounding surface was lightly oxidized. Accord­
ing to [10], the radiation properties of the Qounding surfaces are of
no particular relevance for optically thick insulation systems. As
will be seen later, the insulation system investigated in the present
experiments is opticaJly thick.

For the determination of the bulk density of the various insula­
tion samples, measurements of mass were made with a precision
balance accurate to within 0.1 mg. The mass of a typical sample
was on the order of 200 g. The same balance was employed to
weigh the components of the insulation mixtures that were used in
the opacification studies.

Particular care was exercised in inserting the insulation materi­
als into the test section, both with a view to maintaining concentric
positioning of the bounding cylinders and to avoiding nonuniform,
packing and voids. The filling operation was performed with the
axis of the apparatus vertical and with the lower end of the annu­
lus sealed. The insulation sample was introduced in discrete stages
through the upper end of the annulus, which was open for this pur­
pose. Each stage was marked by shaking, tapping, and compacting
with a wire loop in order to achieve a solid packing. Once the annu­
lus had been filled, the upper end was sealed, and the apparatus
positioned with its axis horizontal in readiness for the experi­
ments.
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Fig. 2 Photomicrograph of typical conslltuents of type 8258 Insulation

One indication of the uniformity attained by the aforemen­
tioned packing procedure was the total absence of systematic cir­
cumferential temperature variations. Furthermore, verification ex­
periments, based on independent packings of insulation samples,
yielded highly consistent results.

Care was also taken in the mixing of components to obtain the
insulation samples for the investigation of opacifying materials. To
f~ilitate the attainment of uniformity, samples several times larg­
er than needed to fill the test section were prepared.

In the conduct of the experiments, it was found that 15-20 hr
had to be allowed to attain steady state after a major change in
input power level. Subsequent to the attainment of an initial
steady state, a succession of small adjustments of the guard heat­
ers was made in order to achieve the desired uniformity of the tem­
perature of the inner cylinder. Owing to the time lapse needed to
attain steady state after each such adjustment, between two and
three days were required for each data point.

Description of the Investigated Insulations
The hollow glass microsphere insulations have already been de­

scribed in general terms in the Introduction, and further details
will be given here. A photomicrograph of the typical constituents
of type B25B microsphere insulation is presented in Fig. 2. The
photograph shows size distriqution and composition, but does not
display the true packing arrangement encountered in a bed of in­
sulation. This is because the deployment of a thin layer of micro­
spheres on a microscope slide is necessarily different from that in a
packed bed.

In the photograph, the bubble-like spherical objects are the hol­
low microspheres. The smaller, darker objects are bits of solid glass
(the so-called beads), By making use of the scale indicated in the
figure, it is seen that the diameters of the hollow microspheres
range in size from 140 to 20 /Lm (0.0055-0.0008 in.). The beads are
generally of smaller diameter, typically about 10 /Lm (0.0004 in.).

Quantitative information about the densities and size distribu­
tions of the microsphere insulations is given in Table 1. The table
lists the three types of microsphere insulations that were men­
tioned in the Introduction. The Pb column gives the bulk densities
(in g/cm3

) of the respective insulations as they were packed in the
thermal conductivity apparatus. The next column of the table in­
dicates the true density pi of the solids, that is, the mass of the sol­
ids (hollow microspheres plus beads) divided by the volume occu-
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pied by these solids (including the volume of the hollow bore of the 
microspheres). The true density was measured by an air pycnome-
ter [6]. 

The lower values of p;, and pt for the B15B insulation, relative 
to those for the B25B insulation, are due primarily to a diminished 
number of beads and also to relatively thinner walls for the hollow 
microspheres. The still lower densities for the half aluminized mi­
crosphere insulation is the result of further elimination of beads. 

The void fraction (or porosity) t, which is the ratio of the volume 
of the pore spaces between the solids to the total volume occupied 
by the insulation, can be evaluated as 1 — (pb/pt)- It is interesting 
to note that the void fractions of the B25B and B15B insulations 
differ only slightly, which suggests that the gaseous conduction in 
the pore spaces should not be very different in the two cases. Fur­
thermore, for the microsphere insulations, the pore space conduc­
tion should not be affected by mean free path effects, whose influ­
ence is related to the ratio of the mean free path to a characteristic 
dimension of the pores. According to [10], such a characteristic di­
mension may be estimated from the relation 0.67D/(1 — e), where 
D is the diameter of a typical microsphere (~100 p.ra). When this 
estimate is used along with the mean free path for air at atmo­
sphere pressure, the aforementioned ratio is on the order of 10 - 3 , 
which indicates that the pore space heat conduction follows the 
conventional laws for continua. 

Information about the distribution of particle sizes in the micro­
sphere insulations is provided by the last three columns of the 
table. The numbers 95, 50, and 5, which head the respective col­
umns, represent volume percentages. The entries in the table are 
best explained by an illustration. For example, the number 144 
(which appears directly under the 95 percent heading) indicates 
that for the B25B insulation, 95 percent of the volume of the solids 
is made up of particles whose diameters are smaller than (or equal 
to) 144 pm. The other entries have a corresponding meaning. The 
tabulated results indicate that the particles constituting the B15B 
insulation are, on the average, somewhat smaller than those of the 
other insulations and also that there are relatively few very small 
particles in the half-aluminized insulation. The size distributions 
listed in Table 1 were obtained by means of a Coulter counter [6]. 

For the opacification studies, two other materials were employed 
in addition to those of Table 1. One is powdered silicon, which is a 
commonly used opacifier. The powdered silicon used in the 
present experiments was described by the manufacturer3 as con­
taining one percent iron and consisting of particles which pass 
through a 100 mesh screen (149 ,11m openings). Microscopic exami­
nation of the powdered silicon revealed the presence of 15-100 pra 
chunks and a 1-2 pm dust. 

The other material is silica aerogel (Santocel A, Monsanto), a 
well known powder insulation. The thermal conductivity of silica 
aerogel is markedly affected by radiative transfer at higher tem­
peratures and, for this reason, it was selected for opacification 
studies in which the hollow microspheres are employed as an opac­
ifying agent. The bulk density of a sample of the silica aerogel in­
sulation, as packed in the thermal conductivity apparatus, was 
0.088 g/cm3. 

D a t a R e d u c t i o n 
Thermal conductivity values were evaluated from the measured 

temperatures and power inputs by employing the governing equa­
tion for steady radial heat flow between concentric cylinders. 
When the thermal conductivity is a function of temperature, this 
equation takes the form 

Q = — I kdT\ (1) 
In( r 0 /n) LCTi-To) JT0 \ 

where T; and To are the temperatures at the inner and outer 
bounding surfaces of the annulus and Q is the rate of heat transfer 

3 Union Carbide Metals Division. 

Journal of Heat Transfer 

Table 1 Characteristics of microsphere insulations 

Size distribution 
Type pb pt 95 50 5 

B25B 0.127 0.241 144 102 36 
B15B 0.087 0.160 129 88 26 
HalfAl. 0.071 0.117 145 97 63 

corresponding to the axial length L. It is natural to define a mean 
thermal conductivity km as 

1 rT' 
km = i kdT (2) 

(T.- - To) JTO 

so that, from equation (1), 

km = Q l n ( r ° / r i ) - (3) 
2-xUTi - T0) 

Equation (3) was employed to evaluate the thermal conductivi­
ty. For Q, the power input to the main heater was used, recogniz­
ing the possibility of an uncertainty of up to two percent owing to 
axial conduction in the inner cylinder as discussed earlier. L is the 
length of the main heater, and T; and To are the measured inner 
and outer surface temperatures, respectively at radii ri and ro. 

Next, it is relevant to consider the temperature which is to be 
associated with a thermal conductivity value deduced from equa­
tion (3). In the literature which deals with insulating materials, it 
is usual to employ the average of the inner and outer surface tem­
peratures, that is 

Tav = %(T; + To) (4) 

Alternatively, the numerical value of km may be introduced into 
the relation k ~ k(T), and the temperature T* corresponding to 
this km value can be solved for. If the k(T) relation is linear, then 
Tav = T*. Otherwise, there are deviations between T a v and T*, the 
extent of which depends on the degree of nonlinearity of the k(T) 
relation. 

As will be demonstrated shortly, the k(T) relation for each of 
the hollow microsphere insulations is very nearly linear, so that 
Tav * T*. On the other hand, the silica aerogel insulation em­
ployed in the opacification studies has a moderately nonlinear 
fe(T), both without and with an opacifying agent. The extent of the 
deviations between T a v and T* for the aerogel will be discussed 
later, in conjunction with the presentation of results. 

For all cases, the measured thermal conductivities will be plot­
ted as a function of T a v in order to have the presentation of results 
be consistent with the currently standard procedure. 

T h e r m a l C o n d u c t i v i t y of M i c r o s p h e r e Insu la t ions 
The measured thermal conductivities of the hollow microsphere 

insulations are plotted as a function of temperature in Fig. 3. Two 
ordinate scales are used for the thermal conductivity, one for SI 
units (right-hand ordinate) and the other for English engineering 
units (left-hand ordinate). Correspondingly, separate abscissa 
scales in °C and °F are employed for the temperature. On account 
of the moderate variations of the thermal conductivity in the tem­
perature range investigated, an expanded ordinate scale has been 
adopted (note the indicated vertical height corresponding to a two 
percent change in conductivity). The results for the three types of 
microsphere insulations are identified by different data symbols, 
and faired curves have been passed through the data points to pro­
vide continuity. 

Also shown in the figure for reference purposes is a dashed line 
which represents the intrinsic thermal conductivity of air. With re­
gard to the transfer of heat across an actual air layer, the purely 
conductive transport may be augmented by natural convection and 
by radiation, so that the effective thermal conductivity may be 
very much larger than the intrinsic conductivity. Therefore, al­
though the intrinsic thermal conductivity of air is a convenient ref-
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Fig. 3 Thermal conductivity of hollow microsphere insulations 

erence quantity, it should not be regarded as an absolute standard 
for judging the quality of an insulating material. In particular, 
even if the conductivity of an insulating material exceeds the in­
trinsic conductivity of air, it still may be a more effective barrier to 
heat transfer than an air layer. 

The conductivity values shown in Fig. 3 are more than fifty 
times larger than those reported in [1] for hollow microsphere in­
sulations under high vacuum (<10 - 6 Torr) and at cryogenic tem­
peratures. A part of the increase can be attributed to temperature-
related increases in the thermal conductivities of the glass walls of 
the microspheres and of the gases contained within the micro­
spheres. In addition, radiative transfer is increased as the tempera­
ture level is raised. A further major factor in accounting for the 
larger conductivity values encountered in the present investigation 
is gaseous conduction in the pore spaces. 

Attention will now be turned to the uncoated microspheres, i.e., 
types B25B and B15B. From the figure, it is seen that the thermal 
conductivities of the B25B and B15B insulations are, respectively, 
about 1.67 and 1.45 times that of air. Therefore, the insulating 
quality of the microspheres is comparable to that of fine powder 
insulations and superior to that of most fibrous insulations. Fur­
thermore, the microsphere insulations do not exhibit rapid in­
creases in thermal conductivity at higher temperatures, as occurs 
for a number of granular and powder insulations owing to the ef­
fect of radiative transfer. 

The conductivity of the B15B insulation is about 15 percent 
lower than that of B25B insulation. This ordering is consistent 
with the fact that the bulk density of the former is lower (by about 
30 percent) than that of the latter. The percentage difference in 
the thermal conductivities of the two insulations is about half the 
percentage difference in the corresponding bulk densities. In as­
sessing this outcome, it should be noted that whereas a reduction 
in bulk density has a direct effect on the conduction paths through 
the solids, other heat flow paths may be affected to a lesser extent. 
For instance, as discussed in connection with Table 1, the pore 
space volumes for the B25B and B15B insulations are approxi­
mately the same, suggesting comparable contributions of pore-
space gaseous conduction. Another factor which may influence the 
nonproportionate response of the conductivity to. the bulk density 
is the difference in the size distributions of the two insulations as 
evidenced by Table 1. 

The variation of the conductivity with temperature is seen to be 
nearly linear. For the B25B and B15B insulations, the following 
linear k(T) relations represent the data to well within one percent. 

where k is in Btu/hr-ft-°F, and T is in °F. The possible causes of 
the conductivity increase with temperature are of two types: (a) 
increases in the conductivities of the constituent materials, (6) ac­
tivation of additional transfer mechanisms. It can be verified [7, 8] 
that the thermal conductivities of all the constituents of the B25B 
and B15B insulations (borosilicate glass, air, SO2 and O2) do in­
crease with temperature. Radiative transfer may be activated at 
higher temperatures, and this possibility will be examined shortly. 
Natural convection is negligible at all the temperature levels of the 
experiments, as will be documented later. 

The results for the half aluminized microsphere insulation will 
now be considered. Although this insulation has the lowest bulk 
density among those investigated (Table 1), its conductivity is 
higher than the others for temperatures in the lower and middle 
part of the abscissa range of Fig. 3. The reason for this outcome is 
that the aluminum coating on the microspheres provides an aug­
mented conduction path, thereby diminishing the thermal resis­
tance. The thermal conductivity of the aluminum is about two or­
ders of magnitude greater than that of borosilicate glass [7, 9, 10], 
The thickness of the aluminum film has been estimated to be in 
the range of 0.03-0.1 (im, although the process by which it is ap­
plied does not permit an accurate film thickness assessment. As 
noted earlier, the wall thickness of the microspheres is on the order 
of 1 nm. The increase of the conductivity with temperature is more 
gradual for the half aluminized microsphere insulation than for the 
other insulations, so that the curves cross at higher temperatures. 
This more gradual slope might, at first thought, be believed due, at 
least in part, to the effectiveness of the coating in blocking thermal 
radiation. However, the results that will be presented shortly indi­
cate that radiation is not a major factor in microsphere insulations. 
Of seemingly greater relevance with respect to the aforementioned 
gradual slope is the fact that the thermal conductivity of pure alu­
minum decreases with increasing temperature in the range of the 
present experiments [9, p. 9]. This is in contrast to the conductivi­
ties of the constituents of the B25B and B15B insulations which, 
as has been already noted, increase with temperature. 

The conductivity data for the half aluminized microsphere insu­
lation can be represented to well within one percent by the linear 
relation 

•• 0.02655 + 0.0000285T (7) 

where the units are the same as those of equations (5) and (6). The 
results of Fig. 3 indicate that coating the microspheres does not 
lead to improved insulating qualities in the temperature range in­
vestigated here. 

To explore the possible influence of radiative transfer on the 
measured thermal conductivities of the uncoated microsphere in­
sulations, experiments were performed in which an opacifying ma­
terial, powdered silicon, was employed. The amounts of powdered 
silicon added to the microsphere insulation were characterized by 
the ratio 

mass ratio : 
mass of powdered silicon 

mass of unopacified microsphere insulation 
(8) 

k = 0.02081 + 0.0000444T, B25B 

k = 0.01742 + 0.00003967, B15B 

(5) 

(6) 

The results of these experiments are presented in Fig. 4. The or­
dinate of the figure is the ratio of the conductivity in the presence 
of the opacifier to that in the absence of the opacifier. The average 
temperature of the insulation is plotted on the abscissa, with sepa­
rate scales for SI and for English units. The various mass ratios are 
depicted by the symbols identified in the legend. The open and 
closed symbols are for the B25B and B15B insulations, respective-

ly. 
In appraising Fig. 4, cognizance has to be taken of the highly ex­

panded ordinate scale. It is then seen that for the most part, there 
is a difference of only a few percent between the conductivities 
with and without the opacifier. Even for the extreme case of a 95 
percent mass ratio, the change in conductivity was only 11-14 per­
cent—an increase. 
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Fig. 4 Effect of an additive opacifying agent (powdered silicon) on the 
thermal conductivity of microsphere insulations—the mass ratio is defined 
in equation (8) 

It might appear from the results of Fig. 4 that the powdered sili­
con was not performing its function as an opacifier. Yet, as will be 
demonstrated shortly, powdered silicon is a highly effective opac­
ifying agent. It may, therefore, be concluded that radiation is so ef­
fectively blocked by the microspheres themselves that there is very 
little radiation that remains to be blocked by the powdered silicon. 

The aforementioned results clearly establish that hollow micro­
sphere insulations can be employed over a wide range of tempera­
tures without requiring additive opacifying agents. This is a dis­
tinct advantage compared with many granular and powder insula­
tions, which require additives to opacify radiative transfer at high­
er temperatures. 

The disposition of the data points in Fig. 4, although suggestive 
of scatter, is actually indicative of an orderly pattern. The addition 
of the powdered silicon not only blocks radiative transfer (albeit to 
a very small extent), but also provides alternative conduction 
paths. This is why an increase in thermal conductivity is in evi­
dence at the higher mass ratios. 

Before leaving this section, the role of natural convection will be 
discussed. It will first be demonstrated that the heat transfer 
through the air in the pore spaces is by conduction and not by nat­
ural convection. For this purpose, a pore space Rayleigh number 
may be evaluated. If the diameter D of a typical microsphere 
(~100 Mm) is used as the characteristic dimension, then the Ray­
leigh number is found to be about 10 - 5 . As an alternative, the pore 
space Rayl'eigh number may be defined with the square root of the 
permeability as the characteristic dimension. From the Carmen-
Kozeny relationship [11], the permeability of a bed of spheres is 
given by K — e3.D2/180(l — e)2, where e is the void fraction. The pore 
Rayleigh number based on K1/2 is about 2 X 10 - 9 . Either of these 
Rayleigh numbers is smaller by many orders of magnitude than 
that at which the influence of natural convection is first manifest­
ed in enclosed spaces [12]. 

It is also of interest to consider the possible existence of larger 
scale natural convection currents circulating through the insula­
tion bed as a whole. From the analysis of simpler porous media 
systems (e.g., [13]), the onset of convection is found to depend on a 
Rayleigh number based on the product of the permeability and a 
typical dimension of the porous bed as well as on a weighted solid-
fluid thermal conductivity. The evaluation of such a Rayleigh 
number for the present case yields a value of about 0.002, which is 
appreciably smaller than the value 4ir2 (~40) given by linear sta­
bility theory as the threshold for the initiation of convective mo­
tions. 

Application of Microspheres as an Opacifier 
The results presented in the foregoing section suggest that hol­

low glass microspheres might serve as a highly effective opacifier 
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Fig. 5 Effect of B25B microsphere insulation as an opacifying agent on 
the thermal conductivity of silica aerogel insulation—the mass ratio is de­
fined in equation (9) 

when mixed with other granular or powder insulations. To investi­
gate this, experiments were performed in which type B25B micro­
sphere insulation was added to silica aerogel (Santocel A, Monsan­
to), a fine powder insulation which is markedly affected by radia­
tive transfer at higher temperatures. To characterize the micro-
sphere-aerogel mixtures, the following ratio was employed 

mass ratio : 
mass of B25B insulation 

mass of unopacified silica aerogel 
(9) 

The results of these opacification experiments are presented in 
Fig. 5, where the thermal conductivity is plotted as a function of 
temperature. As before, dual scales are employed for SI and En­
glish units. The experiments were performed for mass ratios from 
0 to 100 percent, which covers the range from unopacified silica 
aerogel to equal masses of microspheres and aerogel. Curves have 
not been faired through the data because they would be confusing­
ly overlapped for the intermediate and high mass ratios. 

The data for the unopacified silica aerogel (black circles) repre­
sent the baseline against which the other data are to be compared. 
The large increase in the thermal conductivity of the aerogel with 
temperature (a factor of three over the investigated temperature 
range) confirms the significant influence of radiative transfer. 

As witnessed by the reductions in thermal conductivity at higher 
temperatures, the addition of microsphere insulation is a highly ef­
fective means of diminishing radiative transfer in the silica aero­
gel. The reduction in conductivity is relatively sharp when small 
amounts of microsphere insulation are added. Further, but in­
creasingly gradual, reductions can be achieved when more micro­
spheres are added. Finally, a point is reached where further addi­
tions of microsphere insulation cause the conductivity to increase. 

These trends are clearly illustrated in Fig. 6, which is a cross 
plot of the data of Fig. 5. In Fig. 6, the thermal conductivity at 
each of several fixed temperatures is plotted as a function of the 
mass ratio defined by equation (9). The figure shows that the use 
of an opacified mixture characterized by a 60 percent mass ratio 
leads to a minimum thermal conductivity at all temperatures ex­
cept for the lowest (where radiative effects are small and an opaci­
fier would not normally be used). At the highest average insulation 
temperature of these experiments (~475°F), the thermal conduc­
tivity of the optimally opacified aerogel is about half of that for the 
unopacified aerogel. 

The increase in thermal conductivity in evidence in Fig. 6 at the 
higher mass ratios is an indication that the heat conduction in the 
microspheres, which is intrinsically greater than that in the aero­
gel, is beginning to assert itself. 
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Fig. 7 Comparison of the thermal conductivities of microsphere insula­
tion, silica aerogel insulation, and a mixture of the two 

The results of Figs. 3, 5, and 6 enable the quantitative display of 
a behavior which, although known, is not well documented in the 
literature. The behavior to be displayed is the synergistic interac­
tion of two insulating materials such that the thermal conductivity 
of the mixture is less than that of the components. For this pur­
pose, Fig. 7 brings together the thermal conductivity-temperature 
characteristics for silica aerogel insulation, B25B microsphere in­
sulation, and a mixture of the two having a 60 percent mass ratio 
(equation (9)). It is evident from the figure that in the temperature 
range considered, the mixture is superior to either component in 
insulation quality. 

Before concluding, two additional matters will be discussed. The 
first has to do with the nonlinearity of the k(T) relation for silica 
aerogel and its opacified mixtures (Fig. 5). As noted in the Data 
Reduction section following equation (4), the temperatures Tav 

and T* may be different when k(T) is nonlinear. To examine the 
extent of the deviation between Tav and T*, calculations were per­
formed for silica aerogel, whose k(T) relation is more nonlinear 
than that of the other cases. By numerically integrating the k(T) 
distribution over the entire available temperature range, a mean 
conductivity km was evaluated in accordance with equation (2) 
and, with this, a T* value was deduced. It was found that T* is 
about 5°C (9°F) larger than Tav. This is a minor deviation, so that 
if the results had been plotted as a function of T*, they would not 
differ significantly from those plotted as a function of Tav. 

Finally, mention will be made of the data shown at the bottom 
of Fig. 5. These data were obtained from experiments in which sili­
ca aerogel was opacified with powdered silicon. Mass ratios (pow­
dered silicon -r silica aerogel) of 15 and 30 percent were employed. 
The reduction in conductivity brought about by the addition of 
the powdered silicon is seen to be truly remarkable. Indeed, for the 
30 percent mass ratio, the conductivity of the mixture is below that 
of air over the entire temperature range investigated. 

The data of Fig. 5 for the 15 percent powdered silicon-silica aer­
ogel mixture represent the only results of the present investigation 
which overlap with the published literature [14]. In the range of 
overlap, 200-300°F, the agreement between the two sets of results 
is excellent, thereby lending support to the effectiveness of the 
present experimental apparatus. 

Concluding R e m a r k s 
Carefully executed experiments have been performed to investi­

gate the characteristics of hollow glass microspheres as an insulat­
ing material and as an opacifying agent for other insulations. The 
thermal conductivity of the microsphere insulation was found to 
be about one and a half times that of stagnant air in the investi­
gated temperature range (average insulation temperatures ranging 
from 75 to 250°C (170-480°F). Therefore, the insulating quality of 

the microspheres is comparable to that of fine powder insulations 
and superior to that of most fibrous insulations. It was also estab­
lished that radiative transfer has a minor effect on the thermal 
conductivity of the microsphere insulations, so that additive opaci-
fiers need not be employed. These characteristics, taken together 
with light weight, mechanical strength, fluidity, minimal airborne 
dispersion, high temperature capability, and moderate cost, cause 
microsphere insulations to be highly attractive for practical appli­
cation. 

The thermal conductivities of the microsphere insulations were 
found to increase nearly linearly with temperature. Equations (5), 
(6), and (7) represent the data to well within one percent. 

For the uncoated microspheres, the conductivity of type B15B 
was about 15 percent lower than that of type B25B, owing to its 
lower bulk density. On the other hand, the former is more costly 
than the latter. Owing to the fact that radiative transfer is not an 
important factor, coating the microspheres with a thin aluminum 
film does not lead to improved insulating qualities. 

Experiments were performed in which type B25B microsphere 
insulation was added to opacify silica aerogel, a fine powder insula­
tion that is strongly affected by radiative transfer. The micro­
spheres were found to be a highly effective opacifier, reducing the 
conductivity of the unopacified aerogel by nearly a factor of two at 
the highest average insulation temperature of the experiments 
(~475°F). A mixture in which the mass of the microspheres is 
about 60 percent of the mass of the unopacified aerogel yielded the 
greatest reduction. The thermal conductivity of such a mixture 
was lower than that of either constituent, thereby illustrating their 
synergistic interaction. 

Supplemental experiments showed that powdered silicon is an 
even more effective opacifying agent than the microspheres. 
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Adiabatic Wall Effectiveness of a 

Turbulent Boundary Layer With 

Slot Injection 
An analysis is presented which extends the theoretical work of Weighardt and deter­
mines the adiabatic wall effectiveness of a turbulent boundary layer in a constant free-
stream velocity flow heated or cooled by the discharge of a secondary fluid through a 
slot. A comparison of the analysis with the experimental results of Wieghardt is made 
and it is found that the streamwise decay in adiabatic wall effectiveness, except in the 
immediate region of the slot, may be explained by considering the thermal boundary 
layer growth within the hydrodynamic boundary layer. 

Introduction 

Since 1943, when Wieghardt reported his work on "Hot-Air Dis­
charge For De-Icing" [l],1 many analyses have been performed to 
determine the adiabatic wall temperature of a turbulent boundary 
layer heated (or cooled) by an injection of secondary fluid through 
a slot. Most of the work involves combining the energy integral 
equation with assumptions and/or empirical information con­
cerning the effects of injection on the turbulent boundary layer 
near the slot and entrainment downstream of the slot [2, 3]. In 
general, all of these analyses provide an analytic expression for the 
adiabatic wall effectiveness (a dimensionless adiabatic wall tem­
perature) and describe the qualitative behavior exhibited experi­
mentally far downstream of the slot, while only a few agree reason­
ably well with the data for a variety of situations. The important 
point to be made here is that each analysis implicitly assumes the 
thermal boundary layer thickness is either equal or proportional to 
the velocity boundary layer thickness, an assumption which is only 
appropriate a large number of boundary layer thicknesses down­
stream of the slot. The numerical solution techniques which have 
been presented more recently [4] inherently allow for not only an 
independent growth of the thermal boundary layer within the ve­
locity boundary layer but also a diffusion of the shear layer that 
initially exists between the injected and free-stream fluid. As a re-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OP HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division October 20,1975. Paper No. 76-HT-JJ. 

suit, they have the ability to determine the adiabatic wall effec­
tiveness closer to the slot than could be previously accomplished, 
and in general, do well downstream. A detailed discussion of most 
theoretical work and comparison with experiments may be found 
in the comprehensive article by Goldstein [5]. 

The analysis performed in this study provides an approximate 
solution to the energy differential equation for the turbulent 
boundary layer downstream of the slot. This approach was taken 
by Wieghardt in his original paper, but only carried through to the 
point where he determined the functional form for the tempera­
ture profile. Upon investigating the related problem of an infinite 
line source of heat in a turbulent boundary layer, Frost [6], who 
was mainly concerned with thermal and mass diffusion in the 
lower atmosphere, found a solution for the temperature and mass 
concentration distributions where the shear layer thickness re­
mained constant. Tribus and Klein [7], using an integration kernel 
developed from a solution for the problem of heat transfer with a 
step change in wall temperature, presented a result which included 
the effects of vertical heat and mass advection. However, the latter 
analysis implicitly assumes an initial Vz-power-law temperature 
profile and, although generally not mentioned, is quite dependent 
on the kernel used. More recently, Haji-Sheikh [8] presented an 
integral boundary layer analysis using the assumption that the 
thermal boundary layer grows as if the wall temperature after the 
slot is maintained constant. In the following analysis, the tempera­
ture profile shape and thermal boundary layer development is not 
assumed and the advection of fluid in the direction normal to the 
wall is considered. The analysis, however, is confined to the case of 
a low-speed, zero-pressure-gradient turbulent boundary layer 
where the physical properties of the slot and free-stream fluids are 
considered both identical and constant. 
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Analys i s 

A turbulent boundary layer on an adiabatic wall and heated or 
cooled by the discharge of a secondary fluid through a slot in the 
wall at right angles to the flow is examined. The increase in shear 
layer thickness and the formation of a thermal boundary layer, 
which occur in the immediate vicinity of the slot as a result of the 
injection process, are presumed to occur at the slot. From this 
point onward, the shear layer is considered to develop as an undis­
turbed turbulent boundary layer on a flat plate, but with a differ­
ent effective origin to account for the thickening, and possibly a 
different velocity profile shape than that without injection. Ac­
cordingly, as shown in Fig. 1, the origin of the coordinate system 
for the analysis is positioned a distance x0 upstream of the slot, 
where xa is the length required for a zero pressure-gradient turbu­
lent boundary layer to grow to the same thickness, 50, as the shear 
layer which exists immediately downstream of the slot with injec­
tion. Consequently, the origin of the coordinate system is a func­
tion of all the factors which determine <5o, such as the upstream 
boundary.layer, slot geometry and mass flow, etc. Similarly, the 
thermal boundary layer thickness at x = x0, i.e., <5(0, is also depen­
dent on the same factors and must be determined from either a 
suitable analysis of the slot vicinity or an experimental correlation. 

The equations of continuity, momentum, and energy for a tur­
bulent boundary layer with zero-pressure gradient may be ex­
pressed as 

e(pu) a(pv) 

ax ay 
= 0 

pu 
M au a f aul 
— + pu — = — \ p(i>+ eM) — \ 
ax ay ay L ay J 

aO ad a f afll 
pcpu — + pcpu — = — pcp(a + <FH) — 

ax ay ay L ayj 

where 8 = T — T„ is the temperature difference referenced to the 
free-stream temperature, T„. 

The boundary conditions are for y = 0: u = u = 0, (ad/ay) = 0 
(adiabatic wall) and for y = <°: u = u™, 8 = 0. 

If the mass-averaged, slot air temperature difference, Ss = T"s — 
T<„, is small compared to the free-stream temperature, the physi­
cal properties of the slot and free-stream air may be treated as 
identical and constant and the integrated energy equation for the 
boundary layer downstream of the slot becomes 

X" puBdy = (pu)s8ss, x > xa (1) 

where (pu)s is the average slot mass flux and s the slot width. 
As first shown by Weighardt and subsequently by many other 

investigators, the temperature profiles are affinitive downstream 
of injection. Thus, 8 = 8w(x)G[y/St] where Our is the adiabatic wall 

SHEAR LAYER 
WITH IH1ECTI0N 

-*' / — 8(X) 

8 t(x) 

Fig. 1 Slreamwise coordinate system 

temperature and 6( a thermal boundary layer thickness defined by 

i,(x)= ("" — dy (2) 
Jo 8W 

The mass-velocity profiles are assumed to have a simple power-
law form, i.e., pu = (pu)«,[y/b(x)]n where n varies slightly with the 
momentum thickness Reynolds number and is about % for moder­
ate Reynolds numbers. Then from the continuity equation with 
(pu)„eonstant, 

pu-
1 + n 

(pu). & 
5' 

where a prime denotes differentiation with respect to the argu­
ment. Substituting the given expressions for 8, pu, and pu into the 
energy equation, 

(pu)„S t 
W \6W \&t/ G L l + n S Stl 

dy 
[p(ot + cH)G'] 

• f puBdy = 0 

Differentiating equation (1) with respect to x 

d_ 

dx 

which upon substituting for pu and 8 becomes 

n 5' bt' 1 8J _ 

1 + n 5 8t 1 + n 8W 

Here, a small error was introduced by evaluating the integral using 
pu = (pu)„(y/S)n, 0 < y < » rather than pu = (pu)„(y/S)n, 0 < y < 
S and pu = (pu)„, y > 5. However, an evaluation of this error after 
determining the function G\y/St] (see the following) showed it to 
be less than one percent for 6/St 's greater than one. 

0 (3) 

-Nomenclature. 
cp = specific heat at constant pressure 
M = injection-to-free-stream mass flux 

ratio 
n = exponent in velocity profile power-law 
Pr = molecular Prandtl number 
P r r = average turbulent Prandtl number 
s = slot width normal to the slot mass flow 

direction 
T = absolute temperature 
u, v = velocity components in x- and y-di-

rection, respectively 
x, y = spatial coordinates parallel and nor­

mal to the wall, respectively 
x' = spatial coordinate measured from slot 
a = thermal diffusivity 
A = ratio of velocity-to-thermal boundary 

layer thickness 
5 = velocity boundary layer thickness 
t>t = thermal boundary layer thickness, see 

equation (2) 
6H = thermal eddy diffusivity 
€M = momentum eddy diffusivity 
i} = adiabatic wall effectiveness 

6 = temperature referenced to free-stream 
temperature 

p = absolute viscosity 
v = kinematic viscosity 
p = density 

Subscripts 

0 = evaluated *t slot location 
<= = free-stream state 
s = slot state 
w = evaluated at wall 
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Substituting equation (3) into the energy equation, 

_i_ (puM( iky*, f m »«GT = f Wa + W)G1 
1 + rc \b) 6W L W J dy 

At this point Wieghardt assumed <EH » a and tH = (H(X). Inter­
estingly, the latter is not such a bad assumption since near the wall 
and at the edge of a boundary layer where w typically changes 
most rapidly, the derivative of the temperature in the y-direction, 
i.e., G', is nearly zero by virtue of the adiabatic wall and constant 
free-stream temperature boundary conditions. This situation, pro­
viding the thermal layer is not imbedded too deeply within the 
boundary layer, is quite different from that for flow over a heated 
wall where the turbulent transport of heat by the flow near the 
wall, i.e., within the sublayer, is crucial. Using e// » a and pm = 
p « « U ) i 

G" 

{{y/it)l+nG]' 
= -Kl-

1 ii„5 t
2 

(4) 

where K\ is a constant to be determined. 
The first equality in (4) is an ordinary differential equation for 

G[y/&t], the solution of which, with the appropriate boundary con­
ditions, was presented by Wieghardt, viz., 

GKK="(-[ro@n «» 
where T(z) denotes the Gamma function. Here, equation (2) was 
used to determine Ki(n) = (2 + n)[r((3 + n)/(2 + n))] 2 + n . Values 
of Ki and Ki/(2 + n) are given in Table 1. Equation (5), generally 
with n = lk> has been compared to measured temperature distribu­
tions at various distances from the slot by numerous investigators 
with good results. Wieghardt's original comparisons are shown in 
Fig. 2. 

The second equality in equation (4) is an equation relating 8w(x) 
and St{x) providing 8{x) and IH(X) are known. Although Wieg­
hardt recognized this, it was here that he returned to the energy 
balance, equation (1), and deduced 8W a. 5 _ 1 far downstream of the 
slot. However, since equation (3) is another independent equation 
relating 8W and bt, two ordinary differential equations for these 
quantities can be formed and their solutions sought. Normally this 
would be approached with some hesitancy because of the assump­
tions already made, but after the success Reynolds [9] had in solv­
ing the more difficult problem of heat transfer to a turbulent 
boundary layer with a step change in wall temperature by an ap­
proximate method, where somewhat questionable assumptions 
were made regarding y/ at the wall, it becomes interesting to pur­
sue. 

In order to appreciate the thermal boundary layer development 
within the shear layer and its role in determining the adiabatic 
wall effectiveness, it is best to proceed by deriving an expression 
for the ratio of these thicknesses, A = 5/St- Hence, by eliminating 
8W between equations (3) and (4) and using the definition for A, 

£__j_»:+ i C l_i«_A2+ B =o 
A 1 + n S u„ 62 (6) 

The thermal eddy diffusivity IH may be evaluated by introducing 
a turbulent Prandtl number, Pry, such that IH(X) = IM(X)IVTT, 
where P r r is assumed constant and IM is the average eddy diffu­
sivity through the boundary layer, i.e., IM = l/<5 So w f e y)dy. 
The eddy diffusivity, IM(X, y), can be determined by integrating 
the momentum equation with respect to y from y = 0 to y after as­
suming tM » v and using the power-law form for the velocity pro­
files, and then combining this result with that found by continuing 
the integration to y = S in order to eliminate the wall shear stress. 
The result of this series of calculations is 

1 

P r T ( l + n) (2 - n)(3 + n) 
-UooW 

I.Or 

0.8 

0.6 

0.4 

0.2 

0 

x / s 
o 5 
O 20 
• 100 
s? 200 
n 400 

E0. (5V 
n= 1/6 

E0. (5), 
n = 0 

0.5 1.0 1.5 

y/s t 

2.0 iT 3.0 

Fig. 2 Wieghardt's dlmensionless temperature profiles for M = 0.74 and 
s = 10 mm 

Substituting this expression into equation (6) and assuming the 
shear layer downstream of the slot develops as an ordinary turbu­
lent boundary layer on a flat plate, S cc xi/5, an ordinary differen­
tial equation for A(x) is found, viz., 

A' 1 
— + , 
A l + nlVirKi 

T-L- A2 + n - 1 
I5x 

where values of Ki = (2 — n)(3 + n)/Ki are given in Table 1. The 
solution to this differential equation with A = 50/5(0 = Ao, at x = x0 

is 

A ~ i l - [1 - PrTK2A0- ( 2 +" )]UoA)4 ( 2 +" ) / B < 1 + n ) ' 
And as might be expected intuitively, A approaches a constant, 
viz., (Prri<'2)1/<2+n) for large values of x/x0. Equating this expres­
sion to experimental data (see Fig. 3 and the following discussion) 
at large streamwise distances gives Pry = 0.65 (for n = V7) which, 
although somewhat lower than the generally accepted value of 0.8, 
really implies the proportionality constant in IH <* ii„<55' should be 
about 0.23 rather than 0.187 if Pry = 0.8. For n = xh and P r r = 
0.65, 

1.475 
(7) 

[1 - (1 - 2.3A0-15 /7)(Wx)3 /2]7 /15 

The adiabatic effectiveness is defined as r\ = 8W/BS and may be 
found from equation (1) to be given by 

1 5n 

rj = — Ms -
1 A1 + n 

# 3 hl+n K3 (S/Ms) 

where M is the mass flux ratio (pu)s/(pu)„ and 

K3(n)= ("°znexp( — zi+n)dz 
J o \ (2 + n) / 

= ^ r / i ± M / r r t o i < i + " ' 
1 + n \2 + n/ / I \2 + ra/J 

The values of K3(n), all nearly unity, are given in Table 1. Far 
downstream of the slot, A is constant and rj oc 6_1, as inferred by 
Wieghardt. The adiabatic effectiveness at intermediate distances 
may be found by substituting A(x) in the given equation and as-

Table 1 

n 
K, 
K2 
K3 
KJ(2+n) 

1/4 
1.71 
3.32 
0.828 
0.760 

1/5 
1.68 
3.42 
0.857 
0.765 

1/6 
1.67 
3.48 
0.877 
0.768 

1/7 
1.65 
3.54 
0.892 
0.771 

1/8 
1.64 
3.57 
0.906 
0.772 

0 
1.57 
3.82 
1.00 
0.785 
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Fig. 3 Streamwlse variation of velocity-to-thermal boundary layer thick­
ness ratio 

suming the turbulent boundary layer downstream of the slot grows 
according to 

"(1 + ra)(l + 2n)1<t/5 f(pu)„x"l-i/s 
a = 0.058 -

)14/5 r (pu)„x1- l /5 

which is the solution to the momentum equation where the shear 
stress is given by the Blasius resistance formula (see [9]). Accord­
ingly, 

17.25 

K3 L(l + n)(l + 2re)J L n J \Ms) 

Pr T K 2 

ll - [1 - PrTK2Ao-<2+ ' , )]Uo/^)4(2+" ) / 5 (1+ ' ! , 

(l+n)/(2+n) 

where the initial conditions, Ao and XQ must be provided by either 
an analysis for the flow in the slot vicinity or experiment. For n = 
% and Pry = 0.65 this becomes 

,= 4 .6 7p^p^r4 / 5 
\Ms/ 

X [1 - (1 - 2 . 3 A 0 - 1 6 / 7 ) ( X 0 / A : ) 3 / 2 ] - 8 / 1 5 (8) 

Near the slot, the adiabatic effectiveness is approximately given by 

T) = A 0
( 1 + n ) 

K3 L(l + re)(l + 2re)J 

x r ( p u ) , s 1 t / 5 / x o \ - ' / s r 4 A Q ' 2 + " ' x H 

L M J U s / L 5PrTK2x0} 
If for the moment x' = 0 is considered to be the last position where 
1 = 1, then after some manipulation find 8i0 *» 1.4 Ms which is only 
slightly larger than the effective displacement thickness of the in­
jected air. 

Far downstream, i.e., x/xo » 1, the adiabatic effectiveness is 
given by 

• 17.25 r — i — ~ r / 5 ( P r r t f 2 ) < i + » > / < 2 + " > 
l(l + n)(l + 2n)i 

m'XB -4/5 

which for n = xh and Pry = 0.65, interestingly, is virtually identical 
to the result found by Tribus and Klein [7] using Rubesin's inte­
gration kernel and Pr = 0.72, viz., 

—pfre: - 4 / 5 

(note that the coefficient is close to that in equation (8)). But the 
streamwise decay of rj, had they included an initial length, XQ, in 

their analysis, would have been much less than that described bj 
equation (8). 

C o m p a r i s o n of A n a l y s i s W i t h E x p e r i m e n t s 
Most experimental work to date has been concerned with adia­

batic (or impervious) wall effectiveness measurements for a variety 
of slot configurations, whereas only a few have included detailed 
temperature or species and velocity measurements both near and 
downstream of the slot. One of these experimental studies is, nota­
bly, that of Wieghardt. His work included, for a number of mass 
flux ratios, sufficient temperature and velocity profile information 
from which initial thermal velocity boundary layer thicknesses 
may be determined. Consequently, Wieghardt's results will be 
used for most of the comparisons to follow. 

Wieghardt's adiabatic wall effectiveness results can be found in 
[1] plotted as i; versus x', rj versus x'/s, and i) versus x'/Ms in Figs. 
7, 8, and 10, respectively. The data points used in the following 
comparison for each mass flux ratio were extracted and replotted 
from these figures, leaving out any indistinguishable point. Here, it 
should be noted that there is a discrepancy in Wieghardt's presen­
tation of his M = 0.22 and 0.36 data. Specifically, although Wieg­
hardt's Figs. 8 and 10 are consistent with each other, they are not 
in agreement with his Fig. 7 (the data as reported in the latter fig­
ure being considerably lower). However, since a heat balance can 
be made for the M = 0.22 test case using the results as Weighardt 
presented them in Figs. 8 and 10, the results as reported in these 
figures are considered correct and used here for the comparisons, 
while those in Fig. 7 are disregarded. Incidently, Wieghardt's con­
clusions are also based on Figs. 8 and 10. 

Velocity and temperature profile measurements for M = 0.22, 
0.74, and 1.01 test conditions with s = 10 mm are also available in 
[1]. Therefore, the initial values of A0 and xo could be determined 
reasonably well for these mass flux ratios as follows: 

1 The velocity boundary layer thickness was found by plotting 
pu/(pu)m profiles for a given mass flux ratio, M, on log-log paper, 
fitting a straight line to the data in the wake region and taking the 
y-value at pu/(pu)„ = 1 as S. 

2 The values of S0 and x0 were determined by plotting <55/4 

against the distance from the slot, x' = x — xa, fitting the line 66/4 

= (0.376)B/4 [(v/u«,)wx] to the data and extrapolating back to the 
x' = 0 and 5 = 0 intercepts, respectively (Wieghardt's boundary 
layer development downstream of the slot agreed reasonably well 
with that determined for a ^-profile, hence re = % is used for all of 
the calculations). 

3 Values of &ta were found by extrapolating a curve passing 
through St(x') data points to the slot location. 

In order to compare the analysis with adiabatic effectiveness 
measurements reported by Wieghardt for his other mass flux ra­
tios, the initial values had to be determined through interpolation. 
Here, values of S0 and bt0 for the M = 0.22 and 0.74 test conditions 
were plotted against Ms and those for other mass flux ratios found 
by linear interpolation. Results from this series of calculations and 
the corresponding values of A0 and x0 are presented in Table 2 
where the values obtained by interpolation are marked. 

In Fig. 3, the streamwise variation in A as calculated from equa­
tion (7) is compared to experimental results. The results of Hart-
nett, et al. [10] are also included since the slot geometry, mass flux 
ratio and initial conditions are similar to Wieghardt's (see Table 
2). The curves, however, were calculated specifically for Wieg­
hardt's M = 0.22 and 0.74 test conditions. Accordingly, the agree­
ment is quite good. 

From Fig. 3 it is apparent that there are at least two distinct re­
gions of thermal boundary layer growth. One, which starts near the 
slot and extends to x'/s « 100, is distinguished by a rather rapid 
increase in the thermal layer thickness within the velocity bound­
ary layer, while the other, x'/s > 100, is characterized by a growth 
nearly proportional to that of the velocity boundary layer. The lat­
ter corresponds to the generally accepted "far downstream" region. 
Eckert and Birkebak [11] noted three distinct regions "in which 
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Table 2 
M 
s (mm) 
u„ (m/s) 

Psuss 

M 
i> /s 
6f„/s 

3C0/S 

0.22 
10 
32 

4700 

1.9 
0.30 
6.3 
90 

0.28 
10.7 
33 

6600 

1.9*(fl) 
0 .33* 
5.8* 
92* 

0.36 
10(10 .7?) 
31.5 

7700 

2 . 1 * 
0 .40* 
5 .3* 
9 7 * 

0.45 
10.7 
33 

10600 

2 2* 
0!46* 
4 .7* 
1 0 0 * 

0.74 
10 
16.2 

7900 

2.7 
0.7 
3.9 
120 

1.01 
10 
16.2 

1 0 8 0 0 

2.7 
0.75 
3.6 
120 

0.28(6) 
3.1 
50 

2880 

2.2 
0.49 
4.5 
93 

(fl) Values obtained by interpolation (see text) . 
(&) Results from Har tnet t , et al. [ 10 ] . 
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Fig. 4 Comparison of analysis with Wieghardt's adiabatic wall effective­
ness results 

the effectiveness . . . follows different laws," viz., x'/s < 6, 6 < x'/s 
< 60 and x'/s > 60. It is noteworthy that the last two correspond 
more or less with the regions mentioned in the foregoing. However, 
while the suggestion was made that the different behavior results 
from adjustments in the velocity profile, it appears that, at least in 
the region around x'/s = 60, the thermal boundary layer growth 
within the shear layer is more important. 

Wieghardt's adiabatic wall effectiveness results for six mass flux 
ratios and the corresponding curves calculated from equation (8) 
of the analysis are shown in Figs. 4(a) and 4(6). The agreement is 
seen to be quite good away from the slot, as should be expected, 
and reasonable near the slot. The discrepancies near the slot, as 
mentioned before, may be attributed to the fact that, in general, 
the actual velocity profiles are not similar until between 10 and 40 
slot widths (see [1]) downstream of the slot. In particular, the xh 
profile used in the present calculations is fuller than the actual ve­
locity profiles for the low mass flux ratios and less full for the high­
er mass flux ratios. As a consequence, the energy within the 
boundary layer for the appropriate slot excess energy is initially 

overestimated for the low and underestimated for the high mass 
flux ratios. Evidence of the latter may be seen in Fig. 4(a) where 
the calculated adiabatic wall effectivenesses for M - 0.74 and 1.01 
become greater than one at the slot. 

Conc lus ions 
The adiabatic wall effectiveness of a turbulent boundary layer 

heated or cooled by a secondary fluid discharged through a slot de­
pends to a large extent on the subsequent growth of the thermal 
boundary layer within the shear layer, and contrary to the situa­
tion of heat transfer to a turbulent boundary layer from a wall, it 
appears that its growth may be determined quite accurately by as­
suming the thermal eddy diffusivity is a function of the stream wise 
distance alone. Near the slot, however, where the velocity profiles 
are most distorted as a result of the injection process, a variation in 
the shape of the profiles must be considered in order to properly 
account for the distribution in streamwise flux of thermal energy. 

Finally, it should be mentioned that the main problem in deter­
mining the adiabatic wall effectiveness lies in evaluating the effect 
of injection on the flow in the immediate vicinity of the slot. Of all 
the works in the field, only a few address the problem and even 
then, not in sufficient detail. As a result, the shear layer thickness, 
thermal boundary layer thickness, and profile shapes immediately 
downstream of injection cannot as yet be satisfactorily related to 
the slot geometry, free stream-to-slot mass and momentum flux 
ratio, and shear layer thickness before the slot. 
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Streakline Flow Visualization of 
Discrete Hole Film Cooling for 
Gas Turbine Applications 
Film injection from discrete holes in a three row staggered array with 5-dia spacing was 
studied for three hole angles: (1) normal, (2) slanted 30 deg to the surface in the direction 
of the mainstream, and (3) slanted 30 deg to the surface and 45 deg laterally to the main­
stream. The ratio of the boundary layer thickness-to-hole diameter and the Reynolds 
number were typical of gas turbine film cooling applications. Results from two different 
injection locations are presented to show the effect of boundary layer thickness on film 
penetration and mixing. Detailed streaklines showing the turbulent motion of the inject­
ed air were obtained by photographing very small neutrally-buoyant helium filled "soap" 
bubbles which follow the flow field. Unlike smoke, which diffuses rapidly in the high tur­
bulent mixing region associated with discrete hole blowing, the bubble streaklines passing 
downstream injection locations are clearly identifiable and can be traced back to their 
point of ejection. 

Introduction 

Increases in turbine inlet temperature and pressure have reached 
the point where heat flux levels are too high to adequately cool hot 
section gas turbine components by convection alone. Some film 
cooling is generally required to protect the metal parts from the hot 
gas stream. The most practical method currently used for film cooling 
aircraft turbines is to inject the cooling air from discrete holes in the 
surface of the blades. It is important that the film be injected in the 
most efficient manner possible in order to provide the desired heat 
transfer protection with a minimum disruption of the mainstream. 
Poorly designed film injection schemes can lead to mainstream mo­
mentum losses which severely reduce turbine aerodynamic efficiency 
and, in some instances, even increase heat transfer to the surface. 

There has been considerable emphasis recently in experimental 
heat transfer studies related to discrete hole film cooling. Erikson [I]1 

and his predecessors at the University of Minnesota investigated 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, Houston, Texas, November, 1975, of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Revised manuscript received 
by the Heat Transfer Division March 3,1976. Paper No. 75-WA/HT-12. 

adiabatic wall film effectiveness and augmented heat transfer coef­
ficients due to blowing for one hole and a single row of holes at various 
injection angles and center-to-center spacings. Reference [1], the last 
in a series of reports on this study, includes a complete bibliography 
of earlier reports in the series. Liess [2] has made a similar study for 
a single row of injection holes with a freestream static pressure dis­
tribution typical of turbine blade applications. Crawford, Choe, Kays, 
and Moffat, at Stanford University, have investigated the heat 
transfer characteristics of full coverage film cooling from multiple rows 
of discrete holes arranged in a staggered array. Hole spacings of 5 and 
10 dia were studied. Normal injection results from this study are 
presented in references [3,4] and reference [5] is a summary data re­
port containing all of the test results for both normal and 30 deg in­
jection. Metzger, Takeuchi, and Kuenstler [6] examined surface av­
eraged heat transfer rates associated with a full coverage pattern of 
discrete holes oriented normal to the surface. Mayle and Camarata 
[7] investigated the adiabatic wall film effectiveness associated with 
full coverage film cooling from compound angle injection at various 
hole spacings. Analytical and experimental work in this same area has 
been the subject of several reports from Imperial College, [8, 9]. 

While all of these investigations have contributed to the quanti­
tative data needed to develop reliable analytical models of film 
cooling, they have also suggested the need for a better understanding 
of the fluid dynamics encountered when film air is injected through 
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discrete holes into a turbulent boundary layer. One particularly ef­
fective method of acquiring this understanding is through the use of 
flow visualization studies. Such studies are helpful in gaining an in­
sight into the complex interaction of the injected film and the main­
stream. Erikson [l] used CO2 fog to visualize the flow field sur­
rounding a single injection hole. However, the fog diffused so rapidly 
due to the high turbulent mixing in the injection region that only the 
large scale turbulent motion near the hole was visible. 

In the present study, air seeded with small neutrally buoyant he­
lium-filled bubbles, was injected into a turbulent boundary layer 
through discrete holes in the test surface of an ambient air-wind 
tunnel. The paths traced by the bubbles map streakline patterns of 
the injected film air mixing with the mainstream. Unlike fog or smoke 
which diffuses rapidly, the bubble streaklines are clearly identifiable 
as continuous thread-like streaks which can be traced through the film 
injection region. 

Streakline patterns of the flow field associated with film injection 
from discrete holes in a three row staggered array with 5-dia spacing 
are presented for three hole angles typically encountered in turbine 
cooling applications. The holes were angled (1) normal to the surface, 
(2) slanted 30 deg to the surface in the direction of the mainstream, 
and (3) slanted 30 deg to the surface and 45 deg laterally to the 
mainstream. The momentum thickness Reynolds number just up­
stream of the injection holes was 2165 and the ratio of the boundary 
layer thickness-to-hole diameter was 1.75. A boundary layer thick­
ness-to-hole diameter ratio of 2.4 at the same Reynolds number was 
also run by moving the injection location-further downstream from 
the inlet nozzle. 

E x p e r i m e n t a l A p p a r a t u s and P r o c e d u r e 
Bubble Generator. The system for generating neutrally-buoyant 

bubbles, described in detail in the manufacturer's report [10], consists 
of a head which is the device that actually forms the bubbles and a 
console containing micrometering valves which control the flow of 
helium, bubble solution, and air to the head. A drawing illustrating 
the basic features of the head is shown in Pig. 1. Neutrally buoyant 
helium-filled bubbles about 1 mm in diameter, form on the tip of the 
concentric tubes and are blown off the tip by a continuous blast of air 
flowing through the shroud passage. The bubble solution flows 
through the annular passage and is formed into a bubble inflated with 
the helium passing through the inner concentric tube. The desired 
bubble size and neutral buoyancy are achieved by proper adjustment 
of the air, the bubble solution, and the helium flow rates. As many as 
300 bubbles per s can be formed in this device. 

Rig. The flow visualization test rig, shown in schematic form in 
Fig. 2, consists of a transparent plastic tunnel through which ambient 
room air is drawn into a vacuum exhaust line. Its construction pro­
vides flexibility for testing a large number of film injection hole 
geometries and boundary layer configurations appropriate to turbine 
and combustor cooling applications. The test configuration for this 
study consisted of a zero pressure gradient mainstream flow over a 
flat surface containing discrete film injection" holes. At the point of 
injection, the mainstream boundary layer was fully turbulent. A 
further description of the details of the rig is given in reference [11]. 
There are three separate air flow sources: (1) the primary mainstream 
air; (2) the bubble generator air; and (3) the secondary film injection 
air. 

The tunnel, 0.381 by 0.152 m in cross section, is sectioned into four 
parts: a test section 0.61-m long and three spacing sections each 0.91-m 
long. The sections can be put in any order to allow for a boundary layer 
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Fig. 1 Bubble generator head 

development length upstream of the first film injection location 
anywhere from several centimeters to over 2.7 m. Having the option 
of injecting the film air at different axial locations downstream of the 
inlet provides flexibility in adjusting the boundary layer thickness-
to-hole diameter d/D, and the momentum thickness Reynolds number 
Re« at the point of injection when the hole diameter can not be 
changed significantly. The minimum hole diameter is limited to about 
1.3 cms to avoid excessive bubble breakage in the holes. 

The helium filled bubbles are injected into a plenum which serves 
as a collection chamber for the bubbles and the film air. The air, 
seeded with the bubbles, then passes through the film injection holes 
in the floor of the test section. The small quantity of air used by the 
bubble generator to blow the bubbles off the tip of the annulus as they 
form, ends up as part of the film air in the plenum. However, this 
bubble air flow cannot be varied since it is adjusted and then fixed 
to give optimum bubble formation. Consequently, to provide variable 
film injection air flow rates, additional secondary air is also supplied 
to the plenum. The plenum box is clamped onto the bottom of the test 
section for easy removal when another test plate with a different hole 
configuration is to be tested. Rotameters were used to measure the 
helium and bubble generator air flow rates and a hot wire flow meter 
was used in the secondary air leg for accurate measurement over a 
wide range of film air flow rates. 

When the bubbles pass through the film injection holes, they are 
illuminated by a high intensity quartz arc lamp. The resulting re­
flection off the bubble surface appears as a streak across the photo­
graphic film if the exposure is relatively long. The light beam was 
directed axially down the tunnel as shown in the sketch in Fig. 2. With 
a well-focused and collimated light beam, the bubbles are illuminated 
as soon as they leave the holes without the beam striking any of the 
tunnel surfaces. This insures good contrast with a bright bubble streak 
against a black background. 

Test Section. The 0.38 by 0.61-m floor of the test section which 
contains the film injection holes is easily removed to allow bottom 
plates with different hole configurations to be installed without af­
fecting the rest of the test section or the plenum chamber. The floor 
and back side of the test section are made of wood and finished glossy 

-Nomenclature-
d = film injection hole diameter 
m = film-to-mainstream velocity ratio or 

blowing rate (uf/u„ for constant density) 
Re« = momentum thickness Reynolds num­

ber 

Uf = film injection velocity 
ua = freestream velocity 
u+ = dimensionless velocity, u/VTw/p 
y = coordinate normal to the surface 
y + = dimensionless distance, yVTw/p/i> 

5 = boundary layer thickness 
0 = boundary layer momentum thickness 
v = kinematic viscosity 
p = density 
T,„ = shear stress at the wall 
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black to give maximum contrast with the bubble streaklines. The top 
and front face are clear plastic. 

Three different film injection arrays were studied. Sketches of the 
three configurations are given in Fig. 3. They are: (1) normal injection 
with the holes oriented 90 deg to the surface, (2) slanted in-line in­
jection with the holes angled 30 deg to the surface and in-line with the 
mainstream, and (3) compound angle injection with the holes again 
30 deg to the surface, but rotated 45 deg laterally to the mainstream. 
In all three cases, the holes were spaced 5 dia apart as measured from 
the hole center line. The holes formed a staggered array representing 
the center portion of three rows of holes. In Fig. 3(6) and 3(c), the hole 
axes for both the in-line and compound angle holes make an angle of 
30 deg with the plane of the paper. Tubes which extend into the ple­
num were inserted into the holes in the plate and finished off flush 
with the test surface to provide a hole length-to-diameter ratio typical 
of aircraft turbine applications. The delivery tubes for this study had 
a 1.27-cm ID and were 6.35-cm long. 

Results and Discussion 
A fully turbulent boundary layer existed in the region of the film 

injection holes and the freestream turbulence intensity, measured by 
a hot wire probe, was 2 percent. The film-to-mainstream velocity ratio 
was varied by changing the mass flow rate of the secondary or film air 
while keeping the mainstream velocity constant at 15.5 m/s. The ve­
locity profile through the boundary layer was surveyed with a total 
pressure probe just upstream of the injection holes. The dimensionless 
profile at the duct center line in Fig. 4 shows the typical logarithmic 
distribution in the wall region, characteristic of a turbulent boundary 
layer on a smooth wall. Surveys off the center line showed less than 
a 1 percent spanwise variation in the profile within the injection re­
gion. The boundary layer thickness defined by the 99 percent value 
of the freestream velocity, was 2.22 cms. The boundary layer thick­
ness-to-injection hole diameter ratio was then 1.75 at the upstream 
injection location. The boundary layer momentum thickness 0 and 
shape factor were 0.215 and 1.31 cm, respectively, so the momentum 
thickness Reynolds number was 2165 at the upstream hole location. 

Photographs of the film streaklines were taken both from the top 
looking down on the test surface and from the side. The two viewing 
angles are illustrated in Fig. 5 which shows the test section with two 
cameras mounted in the positions used when taking photographs. The 
top view photographs show the spreading characteristics of the film 
as it leaves the holes and the side view photographs show the degree 
of penetration of the film into the mainstream relative to the boundary 
layer thickness and the surface. All of the side view photographs were 
taken with the two outer holes in the four hole array plugged to give 
a plane view of the two center holes. The film from the upstream hole 
passes directly over the downstream hole. 

MAINSTREAM 

MAINSTREAM 

MAINSTREAM 

(c) COMPOUND ANGLE 30° BY 45°. 

Fig. 3 Top view of the three injection arrays 

Normal Injection. Streaklines traced by a film injected into a 
turbulent boundary layer from holes oriented normal to the surface 
are shown in Fig. 6. The streaklines in the figures are black on a white 
background because the photographs are negative images printed 
from color transparencies. Top and side view photographs are in­
cluded for a low (m = 0.3) and a high (m = 0.8) blowing rate. Also 
included is a close-up view of the region surrounding the upstream 
hole. The top view clearly illustrates the counter-rotating vortices 
extending downstream of each injection hole. This vortex pattern has 
been well documented in earlier studies. The top view also shows that 
the film spreads about one-and-a-half hole diameters for a blowing 
rate of 0.3 and slightly more for the higher blowing rate. 

From the side view, note that the film separates from the surface 
even at a low blowing rate of 0.3. The boundary layer thickness 8 just 
upstream of the first injection hole is indicated on the side view 
photograph. At the high blowing rate, most of the film mixes with the 
freestream rather than providing a protective film adjacent to the 
surface. 

Notice the sharp "kinks" in the streaklines in the close-up views, 
particularly at the highest blowing rate. The tortuous path traced by 
a bubble indicates a very high intensity, small scale turbulence 
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Fig. 6 Streakline pallern lor IlIm Injection Irom holes normal to the surlace
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counters another injection hole. Then, most of the upstream film tends
to split to either side of the downstream jet.

At a blowing rate of 0.3 notice from the full field side view that the
film remains very near the surface. The thickness of the film layer is
much less than the thickness of the boundary layer entering the in­
jection region. It has been observed in these and other tests [1,5] that
at a blowing rate of about 0.5 the film jet begins to separate from the
surface allowing the mainstream air to wrap around beneath the jets.
At a blowing rate of 0.8, the full field, side view photograph clearly
shows that the film has separated from the surface. At the high
blowing rate (m = 1.4), the film penetrates into the freestream and
offers little protection to the surface. Also, as one would expect, the
downstream film has a steeper trajectory across the boundary layer
because of the momentum deficit in the incident boundary layer near
the wall created by the upstream injection.

The close-up view shows the downstream jet passing right through
the film from the upstream hole. Note also the high turbulence gen­
erated for the case of m = 1.4 compared to the lower blowing rales.
It has been observed that when the velocity of the jet exceeds tlult of
the mainstream, thel'e is a change in the character of the turbulence
near the injection holes. When m < 1, the streaks are smooth and
gently undulating. When m > 1, very jagged streaks appear.

Compound Angle Injection. The distinctive features of the
streakline pattern associated with film injection at a compound angle
30 deg to the surface and 45 deg lateral to the mainstream are illus­
trated in Figs. 8 and 9. For this injection configuration, the oblique
angle that the film makes with the mainstream generates a single
vortex filament downstream ofea'ch hole. This vortex motion begins
forming at blowing rates of ahout 0.3 (Fig. 8(a» and becomes most
pronounced at blowing rates between 0.7 and 0.9. Notice the very tight
"winding" of the streaklines in Fig. 8(b) for a blowing rate of 0.75. A
close-up top view of the region surrounding the upstream injel,tion
location for this blowing rate is shown in Fig. 8(c Y. The most important
feature of compound angle injection is that this strong vortex motion
keeps the film attached to the surface even at the high blowing rates.
This can be seen from Fig. 9 which compares the compound angle
injection at a low and a high blowing rate. Notice that there is very
little difference in the penetration distance between a blowing rllte
of 0.3 and 0.9. Even at a velocity ratio of 0.9, the film remains close
to the surface. Note particularly how the downstream film lies un­
derneath the film from the upstream hole. Recall, in Fig. 7(b), that
for the in-line injection, most of the film separated from the surface
at a blowing rate of 0.8.

With compound angle injection, the mainstream flow must turn
the film jets, so there is a slight aerodynamic penalty in turbine effi-

Fig. 5 Test section with top and side view camera positions

structure in the vortex region just downstream of an injection hole.
This high turbulence is detrimental because it increases the heat
transfer coefficient [4] and causes extensive mixing'of the film air with
the mainstream. Also, when normal injection is used for film cooling
turbine blades, substantial aerodynamic losses in the mainstream
occur [12], resulting in a decrease in turbine efficiency.

Note that as the bubbles get caught up in one of the vortices, their
trajectory is in a direction nearly normal to the surface, suggesting
a very high velocity transfer of mass between the wall region and the
outer boundary layer. There is also evidence of recirculating flow since
some of the streaklines slope back upstream.

One should be careful not to interpret the streakline coverage of
the surface far downstream of the holes as representing effective film
coverage. The streaks do not depict the diffusion that normally takes
place when the cooler film air is injected into the mainstream. While
the streaklines still look bright at the far downstream edge of the
photographs, data for normal injection [1, 4] indicate that through
turbulent mixing and diffusion, the film quickly loses much of its
effectiveness. .

Slanted In-Line Injection. The 'streakline pattern associated
with film injection from holes angled 30 deg to the surface, in-line with
the mainstream is given in Fig, 7. For this geometry, blowing rates
have nominal values of 0.3, 0.8, and 1.4 were photographed. A top and
side full field view, and a close-up side view of the region surrounding
the downstream hole are included. '

Notice that in general, the streaklines are much smoother than with
normal injection, indicating a much larger scale and lower intensity
turbulence for 30 deg injection. Only at the highest blowing rate do
the streaklines exhibit the character indicative of high intensity, small
scale turbulence. The counter-rotating vortex pattern is not nearly
as evident as it was for the normal injection case. Evidence of en­
trainment of the fI-eestream fluid down to the wall can be seen, how­
ever, as the streaklines coming from the center ofthe hole wrap around
the outside and then under the jet. The pattern is more subtle than
with normal holes because the scale at which the streaklines interwind
is much larger-on the order of the hole diameter. The top view shows
almost no spreading of the film as it extends downstream until it en-
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ciency associated with this type of film cooling [13] compared to the
in-line case providing the blowing rate is low enough that separation
is not a problem.

Effect of Boundary Layer Thickness, To determine the effect
that the initial boundary layer thickness has on the distance that the
film jet penetrates into the mainstream, the 30 deg in-line injection
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FIg. 10 In-line, 30 deg InjectIon Into a thIck boundary layer, m = 0.8

configuration was also run with a thicker boundary layer by moving
the injection location further downstream from the inlet nozzle. A side
view photograph showing the streakline pattern is given in Fig. 10.
The boundary layer thickness was increased 37 percent over that
which existed for the results discussed previously. The blowing rate
was 0.8, the same as in Fig. 7(b). The freestream velocity was de­
creased to give the same Reynolds number at the point of injection
as in the earlier results. The upstream film jet penetrates further with
the thicker boundary layer, but the penetration relative to the
boundary layer thicklless appears to be about the same. The trajectory
of the downstream jet looks the same in both figures which indicates
that its penetration is controlled more by the upstream injection than
the initial boundary layer thickness.

Concluding Remarks
In discrete hole film cooling for turbine applications, the film should

be injected at as shallow an angle to the surface as possible within the
limits set by fabrication constraints. Normal injection is a very inef­
ficient method of film cooling because the film separates from the
surface even at low blowing rates. A counter-rotating vortex motion
downstream of the injection hole generates excessive turbulent mixing
which dissipates the film, increases the heat transfer coefficient, and
increases aerodynamic losses in the turbine.

For injection holes angled 30 deg to the surface in-line with the
mainstream, the film layer remains attached to the surface as long as
the blowing rate does not exceed about 0.5. At higher blowing rates,
the mainstream will wrap around and underneath the separated film
jet, reducing its effectiveness. But high film injection velocities cannot
always be avoided in turbine cooling applications because of the
pressure drop needed across the outer shell of the airfoil to insure that
a positive flow direction is always maintained. High blowing rates are
a particular problem with multiple rows of film cooling holes fed from
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a common supply plenum and discharging into a region of rapidly
varying freestream static pressure.

To delay separation to much higher blowing rates, film cooling holes
can be oriented at a compound angle to the surface and mainstream
in local areas on the turbine blade where the boundary layer has a
tendency to separate such as in the diffusion region on the suction or
convex side of the blade. Where the blowing rate can be kept low
however, in-line injection is preferred because it causes less turbulent
mixing and consequently the film persists longer. Also, in-line injec­
tion results in a lower aerodynamic penalty in turbine efficiency be­
cause most of the momentum of the film jet is recovered.
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Augmentation of Laminar Flow 
Heat Transfer in Tubes by leans 
of Twisted-Tape Inserts 
Heat transfer coefficients for laminar flow of water and ethylene glycol in an electrically 
heated metal tube with two twisted-tape inserts were determined experimentally. The 
Nusselt number for fully developed flow was found to be a function of tape twist ratio, 
Reynolds number, and Prandtl number. These Nusselt numbers were as much as nine 
times the empty tube constant property values. The correlation of these data is in fair 
agreement with the only available analytical predictions. The friction factor is affected 
by tape twist only at high Reynolds numbers, in accordance with analytical predictions. 
The performance of these augmented tubes is compared with that of empty tubes under 
similar heating conditions. 

Introduction 

Laminar flow heat transfer in tubes occurs in a wide variety of 
engineering applications. The following examples can be cited: heating 
or cooling of viscous liquids in the chemical and food industries, 
heating or cooling of oils, cooling of space suits, heating of the circu­
lating fluid in solar collectors, heat transfer in compact heat ex­
changers, and cooling or warming of blood during surgical operations. 
In addition, in cases where normal heat exchanger operation is in 
turbulent flow, off-design operation and operation during start-up 
or shut-down periods may result in laminar flow conditions. When 
laminar flow heat transfer occurs, it usually represents the dominant 
thermal resistance in a heat exchanger. 

Even with the substantial natural enhancement of superimposed 
free convection, heat transfer coefficients are generally low for laminar 
flow in ordinary tubes [l].2 In recent years, the requirement for more 
efficient heat transfer systems has stimulated interest in augmentative 
heat transfer methods. Use of artificially roughened surfaces, use of 
extended surfaces, use of inlet vortex generators, vibration of the 
surface or fluid, application of electrostatic fields, and the insertion 
in tubes of objects such as twisted tapes, coiled wires, or spinners are 

1 Present address: M/C 195, General Electric Co., San Jose, Calif. 
2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
November 13,1975. Paper No. 76-HT-QQ. 

a few examples of such augmentative techniques. Existing systems 
can often be improved by using an augmentative method, while in 
other applications, such as the design of heat exchangers for use in 
space vehicles, an augmentative scheme may be mandatory in order 
for the system to function properly and meet the size limitations 
imposed. Detailed surveys of the many augmentative methods pres­
ently employed are given in references [2, 3]. A recent survey focused 
on laminar flow heat transfer augmentation in tubes is given in ref­
erence [4]. 

Devices which establish a swirl in the fluid are particularly at­
tractive augmentative schemes for forced convection systems. Full-
length, twisted-tape inserts have been found to improve heat transfer 
by up to 100 percent for turbulent flow of water [2]. 

Tape inserts are inexpensive and they can be easily employed to 
improve the performance of existing systems. Date and Singham [5] 
and Date [6] have reported analytical results that suggest that swirl 
flow improves heat transfer to viscous liquids by as much as a factor 
of nearly 70. However, there appear to be no published experimental 
data to confirm the large predicted effects of swirl flow. Twisted tapes, 
of course, involve increased pressure drop and, thus, pumping power. 
The benefits of twisted-tape inserts must be viewed in terms of the 
constraints of the particular application: fixed flow rate, fixed pressure 
drop, fixed pumping power, etc. 

The present study of twisted-tape inserts had two primary goals: 
(1) obtain laminar flow data under carefully controlled conditions, 
and from these data develop the first experimentally based correlation 
for predicting the associated heat transfer coefficients, (2) compare 
the heat transfer performance of tubes having tape-generated swirl 
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flow with the performance of empty tubes under similar heating 
conditions. 

E x p e r i m e n t a l A p p a r a t u s 
The test facility utilized in this investigation was constructed in 

the ISU Heat Transfer Laboratory. A schematic layout of the test loop 
is shown in Fig. 1. It is a closed loop, low pressure system with all 
piping made of copper tube and brass fittings. The working fluid was 
circulated with a small centrifugal pump. An accumulator was used 
to insure a stable flow. Two flowmeters were installed in parallel to 
measure a wide range of flow rates. 

The test section was a 304 stainless steel tube with a twisted tape 
installed in the 1.22-m heated length. The inside tube diameter and 
wall thickness were 10.2 and 0.51 mm, respectively. The tube was 
heated by a d-c current passed directly through the tube wall. 

The tapes used for this investigation were made of a strip of 302 
stainless steel, 0.46-mm thick and 9.7-mm wide. The strips were 
covered at both edges by 2.5-mm wide strips of black No. 33 Scotch 
electrical tape. To assure good electric insulation, the tape assemblies 
were baked in a furnace at 260° C for about one minute to set the ad­
hesive. The tapes were twisted by clamping each tape to the ceiling, 
attaching weights to one end, and then twisting to the desired speci­
fications. The tapes were lubricated with a soap solution and pulled 
into the tube. After tape installation, the average total clearance be­
tween the tube wall and the tape was approximately 0.2 mm. The 
electrical resistance between the twisted tape and the test tube was 
measured to be 5-10 Kfi before and after testing. With this electrical 
resistance, it was reasonable to assume that there was no heat gen­
erated in the tape. This situation closely approximates real applica­
tions where removable tapes are inserted in existing heat exchanger 
tubes. 

Fluid temperature measurements were made at the inlet and exit 
of the test section. The outside wall temperature was measured at two 
axial locations, 0.48 and 1.12 m from the onset of heating. Eight 
thermocouples were placed 45 deg apart, circumferehtially, insulated 
from the tube with thin strips of insulating paper. The tube was then 
heavily insulated with glass fiber insulation to minimize heat loss. 

The pressure drop was measured with a longer test section (3.2 m) 
having a y = 3.125 tape insert. A U-tube manometer was formed by 
attaching standpipes to pressure taps at either end of the test section. 

E x p e r i m e n t a l P r o c e d u r e a n d D a t a R e d u c t i o n 
Distilled water and ethylene glycol were chosen as working fluids, 

since they provide a substantial variation in Prandtl number and a 

wide range of laminar Reynolds numbers. 
At the beginning of a series of tests, the loop was filled with the 

liquid from the top of the supply/degassing tank, and air was bled 
from all high points of the system. Liquid was then circulated through 
the heated tank to reduce the gas content. The gas content (measured 
by an Aire-Ometer) was below 10 cc/1 for water and less than 6 cc/1 
for ethylene glycol. 

The experiments generally proceeded by increasing power to the 
heated section (flow rate and inlet temperature remaining constant). 
At each.power setting, data were recorded concerning the test-section 
flow rate, inlet and exit fluid temperatures, current, voltage drop, 
outer tube wall temperatures, and pressure drop. The present system 
variables for water and ethylene glycol were as follows: 

Twist ratio (tube diameters per 180-deg rotation of the tape): y = 
2.45, 5.08 

Water: Flow rate: 20-34 kg/hr 
Heat flux: 500-38,500 W/m 2 

(Prandtl number: 3-7) 
(Reynolds number: 83-2460) 

Ethylene Glycol: Flow rate: 6.5-136 kg/hr 
Heat flux: 5200-27,600 W/m 2 

(Prandtl number: 84-192) 
(Reynolds number: 13-390) 

Heat input was determined from the measured electrical power 
input as corrected for heat loss through the outer wall (estimated to 
be 1.5 percent [1]). This value generally agreed with the value deter­
mined from the enthalpy rise of the fluid; however, the latter method 
was not reliable due to lack of a motorized mixing chamber at the tube 
outlet. 

The local bulk temperature at the measuring section was computed 
from the inlet temperature, flow rate, and actual power input. A linear 
variation in bulk temperature from the inlet to the exit of the heated 
length was assumed. The tube wall temperature drop was calculated 
by considering the steady-state, one-dimensional heat conduction 
equation with uniform heat generation inside the cylindrical tubes. 
This correction, less than 0.5 K, was applied uniformly around the 
circumference of the metal tube. The circumferential average wall 
temperature was computed from the eight inner wall temperature 
readings by Simpson's rule of numerical integration. The wall tem­
perature and bulk temperature were combined with the heat flux to 
give the heat transfer coefficient and the Nusselt number. 

Pressure drop data were obtained for water and ethylene glycol 

• N o m e n c l a t u r e -

a = tube radius 
A = cross-sectional flow area 
As = cross-sectional flow area with twisted 

tape, A — 5D 
Be = viscosity parameters, (— lip.) (dp/dT) 

AT 
Cp = constant pressure specific heat 
D = inside tube diameter 
/ = Fanning friction factor, 2gcDAp/(Lpw2) 
g = gravitational acceleration 
G = mass flux, rhlAs 

Gr/ = Grashof number based on radius and 

film temperature, g/3p2a3AT/p2 

Gr/* = modified Grashof number based on. 
radius and film temperature, g@pza3AT*/ 

h = circumferential average heat transfer 
coefficients, q"l(Tw - Tb) 

H = pitch for 180-deg rotation of tape 
k = fluid thermal conductivity 

kf = tape thermal conductivity 
kw = tube wall thermal conductivity 
L = length between two pressure taps 
m = mass flow rate 

Nu s = Nusselt number for swirl flow, tiD/k 
N = number of tubes in a tube bundle 
Nu/ = Nusselt number for empty tube based 

on film temperature, h(2a)/k 

Pr = Prandtl number, pCp/k 
Pw* = tube wall parameter, kD/k(kwt) 
Ap = pressure drop 
q" = rate of heat transfer per unit area 
Re s = Reynolds number for swirl flow, GDI p. 
Tb = bulk fluid temperature 
Tw = temperature at wall 
t = tube wall thickness 
AT = temperature difference, Tw — Tj 
AT* = modified temperature difference, 

q"a/k 

to - bulk average velocity in axial direction 
y = twist ratio, H/D 
Z = distance along heated section 
a = thermal diffusivity, k/pCp 

/3 = coefficient of thermal expansion, (—lip) 
{ahT)p 

6 = thickness of tape 
p. = viscosity 
p = density 

Subscripts 

b = evaluated at bulk liquid temperature 
/ = evaluated at liquid film temperature, (Tw 

- Tb)l2 
s = swirl flow 
w = evaluated at tube wall temperature 
Liquid properties are evaluated at the bulk 
temperature unless otherwise specified. 
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Fig. 1 Schematic layout of test loop 

under isothermal conditions. The pressure gradient was presumed 
uniform and characteristic of fully developed swirl flow. 

Further details of the apparatus, procedure, and data reduction are 
given in reference [4]. 

H e a t T r a n s f e r a n d P r e s s u r e D r o p R e s u l t s 
Wall Temperature Variation. Typical temperature variations 

around the tube wall for various flows and heat fluxes for water are 
shown in Fig. 2. The local tape locations are 90 and 120 deg for twist 
ratios y = 5.08 and 2.45, respectively. The location of maxima and 
minima for the two tape twists (upper two sets of curves) are different 
in such a way as to suggest that the temperature profiles are related 
to tape orientation rather than tube orientation. This is as expected 
since the secondary flow generated by the tapes should be much 
stornger than any buoyancy-induced secondary flow. 

The circumferential variation of tube wall temperature is small, 
with the maximum and minimum temperatures generally differing 
by less than 6 K. A rather uniform wall temperature is reasonable due 
to the flow mixing and the high conductance of the tube wall. 

Heat Transfer Results. The experimental laminar swirl flow heat 
transfer results are presented in Fig. 3 in terms of the twist ratio, y, 
and the traditional dimensionless groups: Nu, Pr, Res, Z/DResPr. The 
inside tube diameter rather than the hydraulic diameter was used in 
these parameters in order to best show the improvement obtainable 
with swirl flow over a comparable empty tube flow. Since the tape 
inhibits free convection, the Grashof number or Rayleigh number, 
important parameters in empty tube laminar flow, are unimportant 
in swirl flow. The fin parameter suggested in reference [6] and the tube 
wall parameter developed in reference [8] were also ignored. 

The variation of the Nusselt number as a function of reduced length 
for various Res and y is shown in Fig. 3 for water and ethylene glycol. 
The baseline shown in Fig. 3 represents the limiting analytical solution 
for y —• <», as presented in reference [4] for pure forced convection in 
a semicircular tube with the flat side insulated. It should be noted that 
the actual limiting curve will be somewhat higher since the tube and 
tape define a circular sector which is smaller than a semicircle. No 
analytical solution for a circular sector is available; however, the 
correction for the present case is estimated from [9] to be less than 
6 percent. 

It is evident from Fig. 3 that for constant y, and with essentially 
constant Prandtl and Reynolds numbers, Nusselt number is not sig­
nificantly dependent on Z/D. This corresponds to the classical in­
terpretation of the fully developed condition; hence, it is concluded 
that fully developed conditions were obtained prior to the first mea­
suring section. Assuming that Nusselt number is independent of axial 
length for fixed Res, Pr, and y, a correlation of the following form was 
sought: 

-© 
90" ^ ^ 8 = 120° 

s y=5.08 o 2.45 

Re = 1282, Ra = 4.10x 104 

Re,= 1156, Ra = 1.37x 10 

1089, 2.11 x l O ^ 

9 4 8 . 2 , 1.02 x 10 

-o o o— 
987.8, 7.20 x 10 

~# ®— 

—o o o- o -o— 
749.8 , 1.49 x 104 

I I I I_ J-
90 180 

o, DEGREES 
270 

Fig. 2 Circumferential wall temperature varlaton with various Re,, Ra„ 
and y for water 

Plots with this interpretation of all the data are shown in Figs. 4 and 
5 for y = 5.08 and 2.45, respectively. It is apparent that the tighter tape 
twist (lower y value) produces an increase in heat transfer coefficients. 
It may also be observed that Nu varies essentially as Re s

m for high 
Reynolds number flow. This would suggest a linearized correlation 
for the high Reynolds number region, similar to the usual correlation 
for turbulent flow in empty tubes. Estimated straight-line repre­
sentations of the four sets of data are indicated in Fig. 6; the maximum 
deviation of the data from each line is 20 percent. The heat transfer 
coefficient clearly increases with increasing Reynolds and Prandtl 
numbers and decreasing twist ratio. It should be noted that the 
present data do not exhibit any inflections which might denote a 
transition to turbulent flow. 

Correlation of Data. As shown in Fig. 6, the ethylene glycol data 
for both twist ratios are well above the water data at constant Reyn­
olds number. Following the suggestion from Date and Singham [5], 
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Fig. 3 Nusselt number as a function of reduced axial length for water and 
ethylene glycol 
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Fig. 4 Fully developed heat transfer results for water and ethylene glycol 
with y = 5.08 

Fig. 6 Linearized representation of data for water and ethylene glycol 

the parameters Res and y were combined as one single parameter 
Res/y. This parameter is similar to the Dean number in curved pipe 
flow, which accounts for the centrifugal force effect. The final 
straight-line correlation given in Fig. 7 for all data with Res/y > 10 
is 

Nu s = 0.383 Pr°-3B(Res/y)0-622 (2) 

In order to reduce the scatter of experimental data, different pro­
cedures were tried for reducing the four sets of heat transfer data. No 
significant improvement in the correlation was obtained by using the 
film temperature or other technique to account for radial variations 
in fluid properties. 

It was, therefore, decided to simply use bulk temperature for 
evaluation of all fluid properties.. 

It is evident that equation (2) is not suitable for correlation of low 
Re s/y values. As Res/y decreases, the Nusselt number should ap­
proach the asymptotic value for a tube with a straight tape. Following 
the procedure suggested by Churchill and Usagi [7], the following 
alternate correlation was obtained: 

Nils = 5.172(1 + 5.484 X lO-sPrO-^Res/y)1-25)0-5 (3) 

In the interest of generality the coefficient has been kept as the 
semicircular tube value of 5.172 rather than incorporating the small 
adjustment noted above. The recommended correlation is compared 
with the data in Fig. 8. It is seen that equation (3) shows reasonable 

correlation for all values of Res/y. The standard deviation of the data 
from the correlation is 16.4 percent. 

Comparison With Analytical Prediction. The only analytical 
prediction of laminar swirl flow generated by twisted-tape inserts is 
given by Date and Singham [5] and Date [6]. One important param­
eter used in their analysis is the fin parameter, representing the fin 
effect of the twisted tape, which is defined as 

Cfin -
kwS 

kD 
(4) 

In the present investigation, the twisted tape was covered by electrical 
insulation tape to prevent electric contact beteeen the tape and the 
tube wall. Cfm in this study, therefore, approaches zero (approximately 
0.124 for ethylene glycol). A low value of Cf,„ is also expected to be the 
case in many practical applications since loose-fitting tapes are de­
sirable from the standpoint of insertion and removal for tube cleaning. 

A comparison of the present heat transfer correlation with the 
limited analytical results for C&, = 0 is presented in Fig. 9. In addition 
to the computed results given in references [5, 6] unpublished data 
are included [8].3 The agreement is only fair, particularly with regard 
to the effect of Prandtl number. Additional analytical predictions for 
Cfin = 1-85 and <» and Pr up to 500 suggest a very strong influence of 

3 The results given in references [6,7] should be increased by a factor of 2.0 
to account for a computation error [8]. 
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Fig. 8 Final correlation of heat transfer results 

-

r 

• 

zJJ= 

' 1 ' ' 1 1 ' ' 
NUMERICAL SOLUTION BY DATE re] 

O Pr= 1.0; Cnn = 0; y = 5.24 
y ft = 10,- C ^ - 0 ; y-5.24 

* Pr=1.0; Cj.n=0; y = 2.25 

PRESENT CORRELATION 
pr.= 3 - 192 C- ~ 0 y = 2.45, 5.08 
r -3 /Re,\ 1.25-10.5 

No - 5.172 [1 +5.4838X10 °Pr0 .7 l—M J - v " 

^ ^ 2 § ^ ^ 
^ - j - t i c s a ^ ^ ^ ^ ^ 

1 1 1 ..1 .1 . 

1 r - r -T 

, , , n l , , , 

1 I I I 

, > • : 

-

-

^ , . 7 8 

Fig. 9 Comparison or present heat transfer correlation with previous ana­
lytical predictions 

Prandtl number on the Nusselt number. Although a direct comparison 
is not possible, the present results do not appear to confirm this an­
alytical trend. 

Pressure Drop 
Friction factor data for both water and ethylene glycol under iso­

thermal conditions are presented in Fig. 10. The reference curve, / = 
183.6/Res was obtained from the analytical results of Sparrow and 
Hiji-Sheikh [9] for the circular sector corresponding to the present 
tube-tape assembly. The effect of tape twist is evident only at large 
Reynolds numbers, where the data tend to rise above the reference 
curve. The present data are in quantitative agreement with the ana­
lytical results of Date and Singham [5] and Date [6] for a semicircular 
tube. The resolution of the instrumentation was not adequate to ac­
curately assess the small reductions in pressure drop with heating. 

It is important to note that the increase in pressure drop with 
tape-generated swirl flow is less than the increase in heat transfer 
coefficient (at constant Reynolds number). The maximum increase 
in heat transfer coefficient is ten times the empty tube constant 
property value, while the corresponding pressure drop is less than four 
times the empty tube pressure drop. This is in contrast to turbulent 
flow, where comparable increases in heat transfer coefficient are ac­
companied by pressure drops which are several orders of magnitude 
greater than the empty tube values [10]. 

Applications 
The final objective of this study is to compare the swirl flow results 

with the heat transfer performance of ordinary tubes. The heat 
transfer results for an empty horizontal metal tube presented by 
Morcos and Bergles [1] were correlated as follows: 

Nu/ = 0.377 Gr/0-266Pr/°-31/PjV0-09 (5) 

where Pw* = (k/kw) (Dlt) and the subscript / indicates that all 
physical properties are evaluated at the film temperature. By intro­
ducing AT* = q"alk into the Grashof number, equation (5) can be 
rewritten as follows: 

Nu/ = 0.45 Gr/*0-204Pr/°-256/Pu;/* (6) 

It is seen that the Nusselt number for an ordinary tube depends on 
the Grashof number, the Prandtl number, and the tube wall param­
eter. However, in the laminar swirl tube flow Nusselt number is a 
function only of Pr and Res/y as indicated by equation (2) or equation 
(3). 

Consider as a first goal increasing heat transfer for fixed geometry. 
The heat duty ratio of tubes with a twisted tape and without a twisted 
tape is obtained from equations (2) and (5) as follows: 

(7) 
9. fNujl = 1.015 Pr0-35(Res/y)a622Pm/*00s) 

q0 INU/IAT,N,D,L Gr/o.266Pr/o.3i 

Equation (8) reveals that the Nusselt number ratio depends rather 
strongly on Res/y and Gr/ and weakly on Pw* and Pr for the same 
working fluid. For high flow rates and low heat fluxes, a large im­
provement in heat transfer coefficient is obtained. Since the Nusselt 
number for the empty tube flow is independent of Reynolds number, 
the usual coupling of augmented and empty tubes is not present. 
Hence, equation (7) is valid for a constraint of fixed flow rate, pressure 
drop, or pumping power. A Nusselt number ratio of 1.9 is achieved 
for ethylene glycol with Res = 216.5, Gr/ = 2.708 X 103, y = 5.08, Pr 
= 159, and Pwf* = 0.167. 

A second objective frequently encountered in equipment design 
is to reduce exchanger size. This goal is usually associated with a fixed 
heat duty. With this objective and any of the hydraulic constraints, 
the Nusselt number ratio is obtained as follows: 

A0 _ NQLQ _ rNusj 

As NSLS INU/JAT.? 

0.851 Pr0-35(Res/y)°-622Pa>/*0-072 

(8) 
Q r ,*0.204p r 0.246 

where No and Ns are number of exchanger tubes without twisted tape 
inserts and with twisted tapes, respectively. A length ratio, Ls/Lo of 
0.37 is obtained for water with Pr = 6.85, Res = 805.3, Gr/* = 1.69 X 
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Fig. 10 Friction factor data for various tape Inserts 
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104, y = 2.45, and Pwf* = 0.386. 
It is emphasized that these improvements are evaluated relative 

to "free-convection-augmented" heat transfer in normal tubes. The 
augmentation with swirl flow may be more or less dependent on the 
conditions of the reference exchanger. 

Concluding Remarks 
An experimental study has been conducted to investigate heat 

transfer augmentation by means of twisted-tape inserts in laminar 
flow. The investigation focused on fully-developed laminar flow heat 
transfer and pressure drop in horizontal tubes with uniform axial heat 
flux. The heat transfer results indicate that the Nusselt number is a 
function of tape twist ratio, Reynolds number, and Prandtl number. 
Nusselt numbers greater than 40 were obtained. The recommended 
heat transfer correlation is given in equation (3). 

This correlation is in fair agreement with the analytical prediction 
given in references [6,7]. The analytical results are limited, however, 
and it appears that the effect of certain variables, Prandtl number 
in particular, is not predicted well by the analysis. 

The pressure drop data indicate that the friction factor depends 
primarily on Reynolds number. Swirl flow increases the friction factor 
somewhat at higher Reynolds number. 

The constant-condition comparisons of Nusselt number for tubes 
with twisted-tape inserts and without tapes are given by equations 
(7) and (8). The reference data include the significant effects of free 
convection. If the objective is to increase heat transfer at constant 
geometry, equation (7) indicates that the heat transfer can be im­
proved by a factor of two or three. With fixed heat duty, the exchanger 
can be reduced in size by inserting twisted tapes according to the ratio 
given in equation (9). The performance ratios are valid regardless of 
the hydraulic constraint (constant flow rate, constant pumping power, 
constant pressure drop). 

Further tests should be run to confirm the correlation over a wider 
range of conditions. Tests in the transitional Reynolds number range 

would provide the basis for development of a composite correlation 
for laminar and turbulent flow. Visual studies would help clarify the 
mechanism of augmentation in laminar flow. 
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Heat Transfer in Internally Finned 
Tubes 
Heat transfer characteristics for a laminar forced convection fully developed flow in an in­
ternally finned circular tube with axially uniform heat flux with peripherally uniform, 
temperature are obtained using a finite element method. For a given fin geometry, the 
Nusselt number based on inside tube diameter was higher than that for a smooth tube. 
Also, it was found that for maximum heat transfer there exists an optimum fin number 
for a given fin configuration. The internal fins are of triangular shape. 

I n t r o d u c t i o n 

The need for high performance thermal systems has stimulated 
research interest in methods to augment or intensify heat transfer. 
As excellent review of many enhancement techniques is presented 
by Bergles [l].2 Use of forged internal fins in tubes is one such method 
which is finding increasing use in recent years. Such fins could be ei­
ther straight or helical in geometry. Some experimental findings on 
pressure drop and heat transfer characteristics in both laminar and 
turbulent flow are given by Watkinson, et al. [2, 3]. 

A theoretical investigation of fully developed laminar forced con-
vective heat transfer in internally finned tubes with zero fin thickness, 
has been conducted by Hu and Chang [4]. In their work they consid­
ered fully developed velocity and temperature profiles together with 
a uniform heat flux around the walls of each cross section as well as 
uniform heat input per unit length in the axial direction. 

In the present work, fins of triangular shape (finite thickness) as 
shown in Pig. 1 will be considered. The energy equation will be solved 
subject to the boundary condition of axially uniform heat flux (i.e., 
constant heat input per unit length) with peripherally uniform tem­
perature. The temperature along the fin is assumed to be equal to the 
wall temperature which will be closely realized only for metals of high 
thermal conductivity. 

M a t h e m a t i c a l F o r m u l a t i o n 
The energy equation, neglecting axial conduction and heat gener­

ation due to viscous dissipation, is given by 
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2 Numbers in brackets designate References at end of paper 
Contributed by the Heat Transfer Division for publication in the JOURNAL 
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k ra21 

pCp L ax' 

a2T a2Tl 
2 + a / 2 J •• w ' -

,aT 

dz' 
(1) 

where T and w' are the local fluid temperature and velocity, respec 
tively. Heat balance over a unit length gives 

az 
(2) 

pA'w'Cp 

where Q is the heat transfer rate per unit length of the tube and A' 
is the flow cross-sectional area. Combining equations (1) and (2) yields 

" a2T a2T1 w' Q 

w'A' 

p 2 T a2T 

L ax'.2 ay'2 ay'2J 

Introducing the dimensionless quantities 

T-Tw 

(3) 

Q/k 

-w' 

•, x'/R = x, y'/R = y, A'/R2 = A 

/gc dP'. 
and w = -

(il — 1 
\H dz' 

equation (3) becomes 

gcdF 

dz' 
/gc R2 

ay' 

w 

Aw 

(4) 

(5) 

Equation (5) defines the temperature field subject to appropriate 
boundary conditions. The local velocity w and the average velocity 
w are provided by the solution of the momentum equation [5]. 

A variational integral for the energy equation (5) is given by 

««-J"X[(5),+0,+=*H (6) V 
\ay/ Aw 

The boundary conditions are * 
(i) 0 = 0 on the pipe and fin walls 
(ii) a<f>lan = 0 along lines of symmetry (6 = 0 and 0 = a) 
The finite element method was used in minimizing equation (6) 
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Fig. 1 Finned tube geometry 

where such a minimization is equivalent to a direct solution of equa­
tion (5). The entire flow regime was divided into E triangular elements 
as shown in Fig. 2. A first degree polynomial was used to describe the 
temperature within a triangular element. The boundary conditions 
were introduced into the resulting system of linear equations in the 
manner suggested by [6] and they were solved by Gaussian elimination 
method in double precision. The solution provides the dimensionless 
fluid temperature, 0, as a function of position. 

The heat transfer coefficient, hi, based on the inside tube diameter, 
is defined as 

leading to 

QAz' = hi(Tw-Tb)Az' = ^R 

hi =- (7) 
2*R(TW - Tb) 

The Nusselt number based on inside tube diameter is then given by 

Fig. 2 Finite elements grid 

Nu; = IhiRIk = - l /Ut f (8) 

where 

<$>b '• 

(Tb - Tw) 

Q/k 
and Tb = 

SL wTdA 

wA 

Another form of heat transfer coefficient, he, based on the equivalent 
tube diameter is defined as 

leading to 

Az'Q = he(Tw - Tb)C'Az' 

Nu<, = heDe'/k = -De/(C<j>b) (9) 

where Nue is the Nusselt number based on the equivalent diameter. 
The Nusselt number, Nu;, is a more useful quantity defining the ef­
fectiveness of a finned tube to a designer. 

The friction coefficient, / , is given by 

2A'gc dP 
f- C'pw'2 dz' 

(10) 

- N o m e n c l a t u r e . 

A = dimensionless cross-sectional flow area 
(= A'im 

C = dimensionless wetted perimeter (= C'/R) 
Cp = specific heat, J/kg°C 
De = dimensionless equivalent diameter (= 

De'/R = 4A/C) 
Do = dimensionless tube diameter (= DQ/R 

= 2) 
E = total number of finite elements 
/ = Fanning friction factor 
(/Re)d = design /Re, defined by equation (13) 
gc = proportionality constant in Newton's 

second law of motion, (kg/kgf)(ra/s2) 
I = dimensionless fin length (= i'lR) 
m = mass flow rate, kg/s 
n = normal vector 
N = number of fins 
Nu; = Nusselt number based on inside di­

ameter 
Nue = Nusselt number based on equivalent 

diameter 
P' = dimensional pressure, kgf/m2 

Q = heat transfer rate per unit tube length, a = semiangle of fin separation 
J/(ms) 

R = tube radius, m 
Re = Reynolds number (= w'pDe'/n) 
T = temperature, °C 
w = dimensionless local velocity 

Ii dz' 

w = dimensionless average velocity 

Ii dz' 
fl2 

x = ;<;-coordinate, dimensionless (= 
y = y-coordinate, dimensionless (= 
z' = axial coordinate, m 

x'/R) 
y'/R) 

/?* = half fin angle, degrees 
/3+ = half fin angle, radians 
7 = circular sector opening angle 
0 = angular coordinate 
M = fluid, viscosity, kg/ms 
p = fluid density, kg/m3 

4> = dimensionless temperature, (= (T 
Tw)/(Q/k)) 

Superscripts 

— = average value 
' = dimensional quantity 
(e) = element e 

Subscripts 

b = bulk value 
e = based on equivalent diameter 
i = based on inside diameter 
o = based on inside diameter 
i, j , k = indices of triangular element (e) 
w = wall value 
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and /J* = 0 deg along 6 = 0 deg 

Defining Re = pDew'/n and introducing the dimensionless quantities, 
equation (10) yields 

/Re = 8A2/C2w (11) 

The wetted perimeter, C", and the flow area, A' are given by: 

C = 2-KR + 2N[(R - £')2 + R2- 2R(R - £') cos P+]1'2 - 2N0+R 

and 

A' = irR* - Nf3+R2 + NR(R- £') sin /?+ 

A more useful correlation for /Re from a design point of view can 
be given by3 

(/Re)d = /Re • (A'3/C'2)[MeJ(A'3/C'2)rmned (12) 

where 

(/Re)rf =~£~^- (De'2A'h„ieBB 
2n m dz 

(13) 

and m is the mass flow rate. 

Discussion of Results 
When the fill thickness is zero, equation (12) reduces to (/Re)d = 

(fRe)(2R/De')2. Using the notation of Hu and Chang, (fRe)d, is the 
quantity \fKeo{Do/De)] which is used in their work and which gave 
a better correlation for the friction factor. Consequently, the results 
of this study are to be compared with their work using (/Re)d for the 
case of /?* = 0 deg. Pig. 3 shows the variation of (/Re)d with the fin 
number for a zero fin thickness. The results of Hu and Chang are in­
cluded for comparison. Hu and Chang used a semianalytical approach 
to obtain (/Re)d values. In general, the agreement is fairly good 
especially for £ > 0.7. It should be pointed out that in the present 
analysis, the temperature variation within an element was assumed 
to be linear and consequently an inherent approximation to the 
general solution exists. No special numerical consideration was found 
to be necessary at the fin tip. As the flow is rectilinear, the only flow 
boundary condition is that of no-slip. The typical singularity of the 
vorticity and consequently that of shear stress does not appear in the 
solution. To avoid any numerical instability, /Re and Nu; were eval­
uated using the bulk velocity and the bulk temperature, respectively, 

rather than from velocity and temperature gradients at the solid 
surface. 

The variation of the dimensionless temperature, 0, with radial 
position along 0 = 0 deg, for various number of fins, is shown in Figs. 
4 and 5 for £ = 0.4 and 0.8, respectively. Because of the manner by 
which the temperature was dimensionalized, a large negative value 
of 4> indicates a low value of T. The maximum value of 0 is zero and 
it is equivalent to having the temperature, T, equal to the wall tem­
perature, Tw. Figs. 4 and 5 show that the dimensionless fluid tem­
perature near the tube wall, within the fin region, increases with the 
increase of the number of fins. However, the fluid temperature near 
the tube centre away from the fins first increases with an increase in 
N but decreases with further increase in the number of fins. For both 
£ = 0.4 and 0.8 such a reversal occurred between N = 8 and N = 16. 
For £ = 0.4, the general shape of the temperature distribution is not 
very much different from that of a smooth tube especially for low 
values of N. 

When the fin number is large, N > 16 and £ > 0.7, the fin tips are 
close to each other and they act as an artificial envelope where the 
fluid velocity approaches zero and the dimensionless temperature, 
4>, becomes nearly zero. This situation leads to the formation of two 
regions; a fin region which extends from the tube wall to the fin tips 
and a core region extending from the fin tips to the tube center. The 
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fin region is very much the same as for the flow in a circular sector and 
the core region approaches that for a finless circular tube. Such two 
regimes are evident from Fig. 5. 

The effect of the fin length on the temperature distribution along 
0 = 0 deg for 0* = 3 and JV = 8 is shown in Pig. 6. For £ = 0.2, the 
temperature variation is similar to that of a smooth tube indicating 
that short fins do not alter to a great extent the temperature profile. 
As £ is increased, the influence of the fin length becomes much more 
pronounced. For £ = 0.8, the minimum fluid temperature no longer 
occurs at the tube center but shifts towards the fin region. The di-
mensionless temperature distribution along 6 = a with £ = 0.8 is given 
in Fig. 7 for /J* = 0 and 3 deg. The influence of the fin thickness on the 
temperature variation near the tube center is more pronounced when 
N is large. 

The variation of the limiting Nusselt number Nu,-, based on the 
inside diameter, with the number of fins N is shown in Fig. 8 for /?* 
= 0,1.5, and 3 deg. In the range studied, it is shown that for a given 

( = 0.8 9=a fl=tf P=0.8 6=1 0=3° 

-.012 

.010 

-.008 

0 
.006 

-.004 

-.002 

6 

1 \ 

s 5 

4 

^ 3 

-̂L^ 

0 
i 

0.1 

1 
2 
3 
4 
5 
6 

N=4 
N.8 
N-12 
H-16 -
N-20 ' 
N-24 

0.2 

.012 

.010 

.008 

0 
.006 

.004 

.002 

UU 

\ 4 

- \ 
_ J 

- \ 3 

_ 2 

-

-

I 
U.I o 

Fig. 7 DImenslonless temperature variation in radial direction along 0 = a 
with I = 0.8 for /S* = 0 and 3 deg 

fin length, the Nusselt number which is a measure of the heat transfer 
coefficient does not necessarily increase with an increase in the 
number of fins. Nu; exhibits a maximum for a given £ and such a 
maximum value occurs at 8 < N < 14 for 0.2 < £ < 0.7 for all values 
of ft*. The existence of such a maximum can be explained in that by 
increasing the number of fins for a given £, the fluid velocity either 
near the fins tips (for £ > 0.7) or in the fin tube region (for £ < 0.7) 
becomes low. In these regions, the temperature gradients are small, 
as shown in Fig. 4 and 5, and consequently the fluid acts as an insu­
lator between the inner fluid core and the wall. For low values of N, 
the increase in the surface area due to the presence of the fins over 
rides the "fluid insulating effect," and Nu; increases with N. However, 
as N is further increased the effect of the fluid insulation dominates 
and Nu; decreases with an increase in N. 

For £ = 0.8 and /3* = 0 deg a maximum also occurs as it was found 
that at N = 60, Nu; = 34 which is lower than that given at N = 24, as 
shown in Fig. 8. The effect of (S* on Nu; for a given £ is dependent on 
the value of £ itself. For £ < 0.2, Nu; is a very weak function of /3* and 
for 0.2 < £ < 0.7 and a given N, Nu; increases with decrease in (3*. 
However, for £ > 0.7, the effect of /}* on Nu; becomes more compli­
cated as is shown in Fig. 8. 

In all the cases considered, the Nusselt number for the finned tubes 
was found to be higher than that for a smooth tube. In certain cases, 
the improvement in heat transfer was as high as 20 fold. As only the 
limiting flow case of fully developed velocity and temperature profiles 
was considered, the Nusselt number thus evaluated is independent 
of the Reynolds number and consequently the usual engineering 
comparison of "constant power" cannot be made [2, 3]. 

Tabulated values for the Nusselt number and /Re for the various 
fin geometry are given in Table 1. 

Limiting Cases 
In order to gain confidence in any numerical procedure it is desir­

able to consider limiting cases especially when the answer for such 
cases is already known with some certainty. 

For the case of an internally finned tube, when the fin length is zero, 
one obtains a smooth finless tube. Here the finite element method 
gave /Re = 16.06 and Nu; = 4.34 compared with the exact values of 
16 and 4.3636, respectively, leading to a maximum error of less than 
0.6 percent. 

Another limiting case considered is that for £ = 1 and j8* = 0 deg, 
here one obtains a circular sector. The problem of fluid flow and heat 
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transfer in circular sectors had been solved numerically by Eckert, 
et al. [7], where they used a collocation method for solution. It was felt 
desirable to resolve the circular sector case with finite difference 
method where second order central difference formulae are used to 
represent the derivatives of both the momentum and the energy 
equations. The results given by the finite difference method could be 
considered as the "true solution" to the problem. A 21 X 21 grid was 
used and it was found that the results from a 15 X 15 grid agreed 
within 0.5-1 percent with the smaller grid. A comparison between the 
finite element, the finite difference and the collocation methods is 
shown in Fig. 9. The agreement between the three techniques as given 
by the value of Nue is good and for 7 > 5 deg, the finite element 
technique is in excellent agreement with that of the finite difference 
method. This is a further proof of the validity of the results presented 
in this work. 

It is of interest to note that even though the equivalent diameter 
of a circular sector as 7 - • 0 approaches that of infinite parallel plates 
or that of a rectangular channel with an aspect ratio of infinity, the 
Nusselt number as given for the circular sector is about one quarter 
smaller than that of parallel plates or that of a rectangular channel 
with an aspect ratio of infinity [8]. 

Conclusion 
The analysis of fully developed laminar flow in internally finned 

tubes indicates that the Nusselt number, based on the tube diameter, 
is a strong function of the fin length and fin thickness. Also there exists 
an optimum fin number for a given fin configuration. A similar con­
clusion was also reached by Hu and Chang'for the analysis of fully 
developed laminar flow where a constant and uniform heat flux is 
assumed to apply over the tube and fin surfaces. 

In all cases considered, the Nusselt number was higher than that 
for a finless tube. As in fully developed velocity and temperature fields 
of a laminar flow, the Nusselt number becomes independent of 
Reynolds number, the constant power criterion to compare finned 
and finless tubes cannot be utilized. Here, for a given mass flow rate, 
the larger the number of fins and their length, the higher is the tube 
wall stress. 

It should be pointed out that the optimum number of fins as found 
in the present analysis was obtained in a rather idealized situation, 
namely: 100 percent fin efficiency, fully developed fluid and tem­
perature fields and constant fluid properties. However, such an 
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analysis is the first step that should be taken before the more realistic 
situation is considered. Moreover, in certain circumstances such an 
idealization is quite applicable and the present findings of improved 
heat transfer coefficients are useful in the design of compact heat 
exchangers. 
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Experimental and Analytical 
Study of Aiial Turbulent Flows in 
an Interior Subchannel of a Bare 
Rod Bundle 
Reactor fuel elements generally consist of rod bundles with the coolant flowing axially 
through the bundles in the space between the rods. Heat transfer calculations form an 
important part in the design of such elements, which can only be carried out if informa­
tion of the velocity field is available. A one-equation statistical model of turbulence is 
applied to compute the detailed description of velocity field (axial and secondary flows) 
and the wall shear stress distribution of steady, fully developed turbulent flows with in­
compressible, temperature-independent fluid, flowing through triangular arrays of rods 
with different aspect ratios fP/DJ. Also experimental measurements of the distributions 
of the axial velocity, turbulence kinetic energy, and Reynolds stresses were performed 
using a laser Doppler anemometer (LDA), operating in a "fringe" mode with forward 
scattering, in a simulated interior subchannel of a triangular rod array with P/D = 1.123 
and L / D H = 77. From the experimental results, a new mixing length distribution is pro­
posed. Comparisons between the analytical results and the results of this experiment as 
well as other experimental data available in the literature are presented. The results are 
in good agreement. 

1 Introduction 

Nuclear reactor fuel elements generally consist of rod bundles in 
which each rod is composed of fissile material cladded by a suit­
able canning. In the space between the rods, the coolant flows axi­
ally through the bundle. 

The present trend of reactor thermo-hydraulics analysis is the 
use of combined approaches of lumped and distributed parameter 
methods. The lumped parameter approach would yield the average 
temperature of the flow in the subchannel and the application of 
the distributed parameter method would then provide the fuel ele­
ment surface temperature distribution through a multiregion ther­
mal analysis, since, in many cases, the surface temperature of the 
fuel rods limits the thermal power that can be generated by the 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, Houston, Texas, November 30-December 5, 1975, of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised Manu­
script received by the Heat Transfer Division January 22, 1976. Paper No. 
75-WA/HT-51. 

reactor. 
In the present study, a one-equation statistical model of turbu­

lence is applied to an interior subchannel of a bare rod bundle with 
smooth rods (see Fig. 1). Some of the constants involved in the an­
alytical model were deduced from the experimental data obtained 
with a laser Doppler anemometer (LDA) within a test section with 
cross section simulating an interior subchannel of a bare rod bun­
dle with triangular array with P/D = 1.123 and L/DH = 77. 

2 Theoretical Background Information 
For a steady, fully developed turbulent flow with incompress­

ible, temperature-independent property fluid and neglecting body 
forces, the Navier-Stokes and continuity equations are reduced to 
the axial momentum, vorticity, and stream function equations. 

These equations can be written in the general form: 

- [ ; — $ — 
dr ad 

a af $ — 
raB ar ] 

• [ ; j ' ( 0 + ; 5 ( 0 ] - » 
262 / MAY 1976 Transactions of the ASME 

Copyright © 1976 by ASME

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Symmetry line for one rod Table 1 Differential equations and boundary conditions 

PARAMETERS OP DIFFERENTIAL EQUATIONS 

^Typical subchannel 

Mean velocity line 

% • Aspect ratio 

Fig. 1 Fuel bundle geometry with triangular array of rods 

where the parameters are given in Table 1. Reference [l]1 provides 
full details of the derivation of these equations. 

3 Review of the Literature 
The methods designed to provide the Reynolds stresses can be 

generally classified into three categories: (a) The phenomenologi-
cal turbulence models, where an attempt is made to explain the be­
havior of turbulent eddies and how the turbulent shear stresses are 
created. Prandtl 's mixing length theory and Buleev's model [2] are 
in this group. These two approaches have been applied to rod bun­
dles [3, 4], (6) The eddy diffusivity methods, where the turbulent 
shear stresses are related to axial velocity gradients by an ex­
change or eddy diffusivity coefficient, obtained experimentally or 
deduced on theoretical grounds. Nijsing [5] has applied this ap­
proach to rod bundles, (c) Higher-order closure models. This 
group of models assumes that the fluctuations are random in na­
ture and that a few of the statistical properties of turbulence are 
supposed to obey laws of generation, dissipation, and transport. 

The one- and two-equation models relate the Reynolds stresses 
to axial velocity gradients with the exchange coefficient or turbu­
lent viscosity, »T, given by 
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1 Numbers in brackets designate References at end of paper. 

where K is the turbulence kinetic energy, £ is a mixing length, and 
c„ is a constant. K is calculated by a transport equation. I can be 
given either by an algebraic expression [6] (one-equation model) or 
a transport equation of a related property (two-equation model). 
As far as the authors know, none of these models have been ap­
plied to rod bundles. 

Regarding methods applied to rod bundles, it is worth also men­
tioning the method developed by Ibragirnov and coworkers [8] and 
used by Bender and Magee [9]. Here a wall shear stress distribu­
tion is given by a semiempirical formula and universal velocity dis­
tributions are taken along radial lines. 

Rod bundle experimental data, using a Pitot tube, for the axial 
velocity distribution, have been reported by Eifler and Nijsing [10] 
and Subbotin [11]. Kjellstrom [12] and Trupp and Azad [13] used 
hot wire anemometers to measure velocity, turbulent intensities, 
and cross correlations, for different Re but at P/D > 1.20. Hall and 

-Nomenclature-
ci = constant in pressure-velocity gradient 

correlation 
ci — constant in main rate of strain-turbu­

lence correlation 
CD = constant in the dissipation rate of 

TKE 
c„ = constant in turbulent viscosity 
df = distance between two consecutive 

fringes in probe volume 
D = rod diameter 
DH = hydraulic diameter of subchannel 
E = constant in "law of the wall" 
K = turbulence kinetic energy 
£ = mixing length 
L = length of test section from inlet to 

measuring station 
P = pitch of rod array 
p = time-averaged pressure 
r = radial coordinate 
Re = Reynolds number 
Vb = bulk velocity 
vi = time-averaged velocity component in 

the direction i 
vi' = fluctuating component of velocity in 

the direction i 
vr = local friction velocity [= (TW/P)1/2] 
y = distance from rod to point of interest 

in the radial direction 
y = distance from rod wall to maximum ve­

locity line 
z = axial direction of flow 
e = dissipation rate of turbulence kinetic 

energy 
\p - stream function defined by Be = —v 

(asj/fsr); vr = v (ef/raff) 
K = constant in "law of the wall" 
v = kinematic viscosity 
VT — turbulent viscosity 
p = fluid density 
8 = angular coordinate 
TW = wall shear stress 
o) = vorticity 
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Svenningsson [20] also attempted measurements of secondary flow 
in similar geometries. Rowe and coworkers [14] used a laser Dop­
pler anemometer in the study of the turbulent crossflow mixing 
processes in different rod bundle subchannels. 

4 Ana ly t i ca l M e t h o d 
In this work, a one-equation statistical turbulence model is 

adopted. The transport equation for the turbulence kinetic energy, 
K, is 

1 B rlcC*) - " K (**) - * * r \dK "^'] 
r ar \raO/ ra8 \ar/ r ar L ar v J 

J)_\aK_ 

rae lra$ v J 

where CD is a constant, and, as an approximation, Vi'K' is evalu­
ated as 

:'K' 
VT/SK\ 

(4) 

where ak can be understood as an effective Prandtl number. 
The mixing length distribution adopted is 

i y y 
- = - for 0 < - < 0.44, 
y y y 

- = 0.44 + 0.66 sin \—(- - OAi] , for 0.44 < - < 1.0 (5) 
y L0.38Vy / J y 

where y is the radial distance from the rod wall to the maximum 
velocity line. This distribution was obtained experimentally in this 
investigation, as will be discussed later. 

Regarding the vorticity source term, Brundrett and Baines [15] 
observed that, for square ducts, 

l a t a , — r 

vr ad r ar 
• « / * ) (6) 

This is assumed here to be true also for rod bundles. 
Following Launder and Ying's [6] approach that assumes for the 

transport equations for the normal Reynolds stresses in the tan­
gential and radial directions: 

(a) convection and diffusion are negligible near the solid wall; 
(6) all turbulent intensity is produced in the axial direction 

and part of it is redistributed into the tangential and radial direc­
tion by pressure fluctuations; 

(c) dissipation is assumed isotropic in the vorticity generating 
region (regions near solid walls). 

The pressure redistributions of v/2 and v/ are made equal to 
their dissipations, that is, 

p' aug' 

p rad 

p' avr' 

p ar 

(7) 

(8) 

where 6 is the dissipation rate of turbulence kinetic energy. So, an 
approximate equation for (ug'2 — v/ ) is written as 

p' /au0' av/\ 

p \rad ar I 
(9) 

Hanjalic and Launder [7] showed that the correlation between 
pressure and velocity-gradient fluctuations arises mainly from two 
kinds of physical interactions. The first has its origin in the inter­
action between the main rate of strain and turbulence and the sec­
ond from mutual interaction between turbulence components. 
Hence 

p' ave' 

P Din 
'= *fm,l + *Cm,2 (10) 

discussed. 
Following the procedure described in reference [7], which, for 

simplicity, will be omitted, equation (9) is finally reduced to 

W - 2) « - c£ -«"[©' -ai 
with 

c„ 2 ( 6 c 2 - 2 ) 

(11) 

(12) 
CD H ( c i - 2C2) 

where ci and e2 are constants. This is the approach adopted in the 
present calculation. 

Due to steep gradients of the velocity and turbulence kinetic en­
ergy distribution near the solid wall that would require very fine 
mesh space in the numerical procedure, the velocity over that re­
gion is assumed to be described by the universal velocity profile 

EvTy 
vz=— log - (13) 

and the turbulence kinetic energy, neglecting diffusion and con­
vection, is given by 

K = - ; » r 

crj/r 
(14) 

The system of differential equations of Table 1 with the approx­
imations of equations (6), (11), (13), and (14) were converted to fi­
nite difference form and solved by the method of successive dis­
placements subject to the boundary conditions listed in Table 1. 
The constants of the model are given in Table 2. The convergence 
criteria used was that recommended by Gosman, et al. [16] which 
is based on the rate of the change of a variable to the maximum 
previous value in the field, $ M A X ( " - 1 ) , i.e., 

» . P'j k/n'l) 

4>MAX (n-1) < \ 

where n denotes the nth iteration. X here was taken equal to 
0.0001. Complete details of the numerical procedure and the calcu-
lational grid utilized can be found in reference [1]. 

5 Experimental Apparatus 
Measurements of the mean axial velocity, turbulent intensities,, 

and pressure drop were performed in water flowing within a test 
section with a cross section shown in Fig. 2, using a laser Doppler 
anemometer (LDA). The symmetry of the assembled test section 
and the adequacy of the entrance configuration were checked by 
extensive measurements confirming the symmetry of the mean 
axial velocity at the measuring station. At this measuring station, 
windows were provided (as shown, also, in Fig. 2) on the four sides 
of the test section. To reduce refraction of the beams on curved 

Table 2 Parameters of the model 

where 3><m,i and *^m,2 represent the two interaction processes as 

Parameter 

c 

°D 

K 

E 

°k 

C l 

C 2 

A 

Value 

0.180 

0.38 

0.1J186 

9.8 

1 . 3 

3 . 0 

0.37 

e q . ( 5 ) 

Basis 

Hixlng Length-d is tance from 
w a l l , for po in t s near wa l l 

From measurements of K and v 

Cor re l a t ion of exper imenta l 
da ta 

Cor re l a t ion of exper imenta l 
data 

A r b i t r a r i l y taken . Resul t s 
i n s e n s i b l e t o smal l v a r i a t i o n s 

Decay of n o n - i s o t r o p l c 
t u r b u l e n t flow in absence of 
ve loc i t y g rad ien t s 

i learly i s o t r o p i c t u rbu len t 
shear flow 

From measurements 

Reference 

t h i s work 

t h i s work 

P a t e l [17] 

Pa t e l [17] 

t h i s work 

Hotta [18] 

Champagne 
e t a l [19] 

t h i s work 
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Plaxiglas 

-H H-0.25" 

Fig. 2 Cross-sectional view of test section 

surfaces of materials with different refractive indices to admissible 
levels, hollow rods were used at the measuring station, with aper­
tures % in. wide. The hollow rods were covered by a thin plastic 
film, 0.010 in. thick, with water present on both sides of the film. A 
closed loop was used to circulate the water. 

A schematic layout of the LDA is shown in Fig. 3. The LDA was 
operated in the "dual scattered beam mode" or "fringe mode." 

All measurements were made in cartesian coordinates on indi­
vidual velocity components along either axes x, y, and z or coordi­
nates 1, 2, 3, and 4 at 45 deg to the axes x, z and y, z, respectively. 
The turbulence kinetic energy was obtained from the measured 
turbulent intensities by: 

K • (VX'' + Vy'2 + VZ'2) (15) 

and the cross correlations were also obtained from individual ve­
locity component measurements by: 

v/Vz' — vx'Vz' cos 6 + VyVz sin 8 

1 
(ui'2 - v2'

2) cos 0 + - (vs'
2 - Vi'2) sin t 

2 2 

va'Vz • vxVz sin 

1 
•(o3' >2. v/) cos 8 - - (vt'2 - u / ) sin 8 

2 

(16) 

(17) 

Because the region separating the rods was so small, slight devia-

/pin hols 

.RCA-7265 PMT 

MODEL 265 
Exciter 

2W 164 SPECTRA PHYSICS 
Argon Laser 

Legend 

Re = 

%-

S= 

2.7 x 

77 

1.123 

K>4 

Fig. 4 Measured contour plots for normalized axial velocity and turbulent 
kinetic energy 

tions in the measuring position would introduce large errors in the 
results from equations (15)-(17). Such deviations would occur if 
the measurements were attempted by trying to repeatedly bring a 
3et of crossed beams to a measuring position. Consequently we de­
fined each measuring position by focusing two sets of crossed 
beams and then performed the individual velocity component 
measurements sequentially. Simultaneous two component mea­
surements which would have led to even smaller errors were not 
taken due to lack of a second tracker unit. 

An inclined manometer was used to measure the axial pressure 
drop between two tap holes drilled symmetrically with respect to 
the windows. 

More details of this experiment design are provided by Carajil-
escov [1], 

6 Results 
The experimental measurements were performed along 11 radial 

lines, 3 deg apart, for Re = 2.7 X IP4. Figs. 4(a), 4(6), and 5 show 
the distributions of uz, K, and u/vz'. The values of ug'vz' obtained 
were very scattered due to their expected small values and the 
large experimental errors involved since the cross correlation was 
not directly measured. From these experimental data, the mixing 
length distribution was calculated by 

c„t = 
Km^ 

(18) 

Fig. 3 Laser Doppler anemometer arrangement 

Its distribution is shown in Fig. 6 compared to the expression sug­
gested by Buleev [2] which has been widely adopted. The average 
overall angular position was correlated in the form of equation (5), 
taking ( = y for points near wall. Based on this approach, c„ was 
determined to be equal to 0.180. 

From measurements of the pressure drop, the turbulent veloci­
ty, vT, was determined to be 7.4 X 10~2 m/s. With this value and 
the turbulence kinetic energy distribution, using equation (14), it 
was found that CD equaled 0.30. However, better analytical results 
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were obtained with CD = 0.38, which is the value adopted here. All 
computations were tried, then, with the constants shown in Table 
2. However, since c„ = 0.22 and CD — 0.41 are the most common 
values found in the literature, computations with those values are 
used for comparison. Ibragimov's method [8], used in the VEL­
VET II code, was used also to obtain axial velocity and wall shear 
stress distributions for comparisons with the predictions of the 
method developed here. 

Pig. 7 shows a comparison of the axial velocity distribution be­
tween the experimental results and the analytical models, for sev­
eral angular positions. The error bands represent uncertainties in 
measurements associated with the electronics used in the experi­
ment. Measurements performed at different times for same oper­
ating conditions showed that the error associated with the repro­
ducibility of the data was very small compared to the electronics 
error. The present results are in close agreement with the experi­
mental data. Predictions of wall shear stress distributions are 
shown in Figs. 8 and 9. The departure of the wall shear stress dis­
tribution from the simpler one predicted by the Ibragimov method 
can be explained by observing the shape of secondary flow stream­
lines, Figs. 10(a) and 10(fa), predicted by the present method. Of 
the two swirls of secondary flows predicted, the closest to the gap 
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Fig. 7 Comparison between experimental and analytical axial velocity 
distributions 

is very weak compared to the other centered around 6 ~ (20-24) 
deg which practically affects only regions where 8 is larger than 
about 12 deg. So, this strongest loop tends to homogenize only the 
wall shear stress distribution for large values of 0, while the region 
near the gap is not sensibly affected by secondary flows. 

The effect of the Reynolds number, Re, on axial and secondary 
flow distributions was also studied. It was observed that the wall 
shear stress distribution becomes more uniform as Re increases. 
This is in contrast to the prediction of wall shear stress distribu­
tion using Ibragimov's method which is not affected by Re, since it 
is based only on geometric considerations. The secondary flows 
were found to increase with Re, (Fig. 11), although significant 
changes were not observed in the location of the secondary flow 
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swirls. Experimentally, a search conducted for secondary flows was 
inconclusive. However, the experimental error involved precluded 
identification of secondary flows having magnitude less than 0.67 
percent of the bulk axial velocity. It was, therefore, concluded that 
the secondary flows within the test region (P/D = 1.123) at Reyn­
olds number of 2.7 X 104 were less than 0.67 percent of the bulk 
axial velocity. The predictions are in agreement with this limita­
tion. 

7 Conclusions 
Simple statistical models of turbulence, such as the one present­

ed here, adopting the algebraic stress model expressed by equation 
(11) proposed by Launder and Ying [6], can provide reasonable 
predictions of axial velocity, wall shear stress, eddy diffusivity dis­
tribution, and friction factor for rod bundle subchannels. Also this 
model compared to previous approaches can take into account sec­
ondary flow effects without substantial increase in complexity. 
The predicted pattern of two swirls of secondary flows seems con­
sistent with the good predictions of the wall shear stress distribu­
tion. This overall calculational model can provide the necessary 
hydrodynamic information to perform calculations of the tempera­
ture fields in coolant regions of rod bundles. However, it is antici­
pated that increased ease in numerical calculations can be 
achieved by treating the governing equations in terms of the vari­
ables of pressure and velocity rather than those employed here of 
vorticity and stream function. 

Regarding the experimental aspects of this work, attention 
should be directed to our utilization of LDA in a geometry necessi­
tating curved surfaces. Refraction problems certainly represent 
one of the major limitations of LDA in such geometries. The tech­
nique introduced here of designing to use thin transparent films 
can overcome this difficulty in many situations. Additionally the 
experimental search for secondary flows concluded that Ds/ub was 
equal to or less than 0.67 percent, a result in agreement with the 
analytic predictions for the test geometry at the Reynolds number 
of 2.7 X 104 investigated. 
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An Asymptotic^ Thermo-Diffusiwe 
Ignition Theory of Porous Solid 
uels 

The governing equations of thermal ignition are analyzed for porous solid fuel, such as 
coal, of various two-dimensional and axisymmetric geometries by the Laplace asymptotic 
method. Mass diffusion of the gaseous oxidant through the porous fuel is included. The 
nonlinear partial differential equations of energy and mass balances in time-space coor­
dinates containing the Arrhenius volumic chemical reaction terms are analyzed. By 
employing the Laplace asymptotic technique and by invoking a certain limit theorem, 
the governing equations are reduced to a first order ordinary differential equation govern­
ing the fuel surface temperature, which is readily solved numerically. Detailed discussion 
of the effects of the various governing parameters on ignition is presented. Because of the 
basically closed-form nature of the solutions obtained, many general and fundamental 
aspects of the ignition criteria hitherto unknown are found. 

Ignition of Solid Fuels 
Conditions leading to the state of self-sustaining combustion when 

a solid fuel is exposed to a gaseous oxidant have been of great interest 
in many industrial applications. Because of the complexity of the 
coupled effects of heat and mass transfer involved, the details of the 
transient ignition processes of solid fuels have not been completely 
elucidated. 

Ignition is preceded by a thermal induction period during which 
the surface layer of the fuel is heated to a temperature at which exo­
thermic chemical reaction can commence at a substantial rate. This 
is followed by a period in which the run-away exothermic reaction 
becomes the dominant heat source which leads to ignition. The surface 
temperature history is initially indistinguishable from that of an inert 
solid. After the chemical heating rate becomes comparable to the 
external heating rate, the rate of surface temperature rise rapidly 
increases and attains the characteristics of a thermal shock as soon 
as the surface temperature reaches a certain value commonly called 
the "ignition temperature." We define "ignition delay time" as the 
amount of the heating time required for establishment of the pre-

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 
OP MECHANICAL ENGINEERS and presented at the AIChE-ASME Na­
tional Heat Transfer Conference, August 10-13,1975. Revised manuscript re­
ceived by the Heat Transfer Division March 8,1976. Paper No. 75-HT-20. 

cipitous increase of surface temperature associated with the thermal 
shock. 

When the solid fuel is impervious to gaseous diffusion, the heter­
ogeneous reaction and ignition are limited to the fuel surface. This 
problem was analyzed in references [1-3].1 

When the fuel contains solid oxidizer, the exothermic chemical 
reaction will occur homogeneously in the condensed phase of the fuel. 
Existing solutions of the solid fuel ignition according to this theory 
have been obtained by integrating the governing equations numeri­
cally [4, 5] or by a certain asymptotic technique [6]. 

On the other hand, when the fuel is porous such that the diffusivity 
of the oxidizing gas through the porous solid fuel is substantial, it is 
known that gas-solid heterogeneous reaction takes place volumically 
throughout the porous fuel phase. The gas-solid reactions taking place 
in zones of substantial width in porous solids have been investigated 
by many engineers (see, for instance, references [7,8]). However, ei­
ther a steady-state or an isothermal assumption had to be made in 
order to solve the partial differential equations governing the mass 
and energy balances because of the mathematical difficulties. Usually, 
the ignition is strongly dependent upon the temperature as well as 
upon the reactant concentrations. Furthermore, ignition, by nature, 
is a rapid transient process from one state of no reaction to another 

Numbers in brackets designate References at end of paper. 
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state of self-sustaining combustion. Therefore, the isothermal as­
sumption or the quasi-steady-state assumption is unrealistic and often 
leads to erroneous results. Hence, there exists a rather immediate need 
for a study of the ignition criteria of porous solid fuels in which dif-
fusional effects, thermal effects, and transient behavior are all in­
cluded. 

In the present study, a "thermo-diffusive theory" is proposed for 
porous fuel ignition. This model is distinguished from other existing 
ones by the mass diffusion of gaseous oxidant through the porous solid 
fuel phase. Consequently, solid-gas reactions are considered to occur 
volumically throughout the porous fuel. 

The activation energies of most fuels of engineering interest are very 
large. The large activation energy which engenders the thermal shock 
inherently has been the basic cause of the mathematical difficulties 
in the analyses of most ignition problems. Such difficulty manifests 
itself most critically in the direct numerical integrations [4,5] of the 
governing equations. The asymptotic method to be employed in this 
paper is particularly well suited for analysis of the large activation-
energy fuels. 

A Semi- Inf in i t e S lab With Constant E n e r g y and 
Gaseous Oxidant F l u x e s at t h e F u e l S u r f a c e 

Description of the Problem. The model being considered herein 
is a one-dimensional, time-dependent system as illustrated in Fig. 1, 
with the porous fuel in x > 0. Commencing at t = 0, energy is supplied 
at a constant rate, q, at the surface of the fuel. The gaseous oxidant 
is supplied at a constant rate, m, at the fuel surface as well for t > 0. 
A single step exothermic reaction of Arrhenius type is assumed to take 
place throughout the porous fuel volumically. For mathematical 
convenience, all physical properties of the system are considered 
constant.2 It is further assumed that the phase changes, such as for­
mation of ash layer or devolatilization of the solid fuel, do not occur 
during the ignition since the time period involved for the ignition is 
very short. 

The starting point of the analysis is the governing equations of the 
gaseous oxidant and the temperature of the fuel, written as, 

— = DeA ^ % - k0CA
n exp (-E/RT) 

at 

PCp 
at 

ax* 

a2T + Qk0CA" exp (-EI31T) 

(1) 

(2) 

(3) 

The boundary conditions at the fuel surface are given as 

dT n aCA 
- X — = q, —DeA = m, at x = 0 

ax ax 

On physical ground, the other set of boundary conditions is given as 

aT aCA 
— = 0, = 0 a t * = <» (4) 
ax ax 

2 The constant property restrictions can be readily relaxed by appropriate 
transformations (see reference [1]) resulting in the same mathematical form 
of the governing equations as the one analyzed herein. 

Fig. 1 A seml-inflnlte slab with constant heat and gaseous oxidant fluxes 
at the fuel surface 

The initial conditions are 

T=T0, CA = CA0, fort = 0 (6) 

Analysis. We define the following nondimensionalized variables. 

6 = (T - T0)/To, Y={CA- CM)/CA0 

T = qHI(pcp\T<?), Z = qx/\T0 (6) 

In the previous equations, 6, Y, T, and £ denote, respectively, nondi­
mensionalized temperature, gaseous oxidant concentration, time, and 
distance from the fuel surface. Symbols not defined in the text are 
defined in the Nomenclature. We also define the following nondi­
mensionalized parameters. 

f} = EmT0, A = Qk0XToCAO"/q2, B = QCA0/(pcpT0) (7) 

Note that the parameter A signifies the relative importance of the 
chemical and external heating rates, and the parameter B is the ratio 
of the chemical energy available in the exothermic reaction to the 
initial sensible energy. The nondimensional activation energy, /}, 
controls to a large degree the characteristics of the ignition curve. The 
larger the /3, it is expected that the ignition will take place more pre­
cipitously. As it was mentioned earlier, the asymptotic method to be 
employed is best suited for the large values of fi which represents most 
ignition problems of engineering interest. It is considered in the fol­
lowing that /3 » 1. 

Equations (l)-(5) can be written in terms of the nondimensional­
ized variables and parameters as 

a— = Le ^ - (A/B)(l + Y)n exp [ - M l + «)] 
ar a^ 

a6__aH_ 

ar a£2 + 4 ( 1 + Y)» exp [-0/(1 + 0)] 

(8) 

0) 

-Nomenclature ,* 

CA = concentration of gaseous oxidant 
CAQ = initial concentration of gaseous oxi­

dant in the porous fuel 
cp = specific heat of porous fuel 
DeA = effective mass diffusivity of oxidizing 

gas in the porous fuel 
E = activation energy of fuel combustion 
ko = pre-exponential factor of reaction rate 

constant 

m = constant rate of gaseous oxidant flux at 
the fuel surface 

n = order of reaction based on the gaseous 
oxidant concentration 

Q = heat of reaction per mole of oxidizing gas 

q = constant rate of heat flux at the fuel 
surface 

Ji = gas constant 
T = temperature 
To = initial temperature of porous fuel 
t = time 
x = distance from the fuel surface 
X = thermal conductivity of fuel 
p = density of fuel 
TC = nondimensional ignition delay time 

270 / MAY 1976 Transactions of the ASME 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



d& dY 
- (0, r) = - 1 , — (0, T) = -\T0m/DeAqCA0 

— ("», T ) K T ) = O, <?(£, o) = Y($, o) = o 

(10) 

(11) 

(12) 

where Le is a Lewis number defined as 

Le = DeApCp/\ 

The Lewis number is the ratio of effective mass diffusivity to thermal 
diffusivity. Note that the present model becomes identical to con­
densed phase thermal theory (see references [4-6]) in the limit of zero 
Lewis numbers. In the condensed phase theory, the nonporous solid 
fuel is considered to consist of a mixture of the fuel and oxidant. 
Throughout the present analysis, Lewis number is considered as unity 
for the porous fuel since the unity Lewis number assumption alleviates 
mathematical difficulties without the loss of important features of 
the problem. 

We define a combined variable H(£, T) as 

^ , r ) = fl(f,r)+Sy«,r) (13) 

Then, equations (8) and (9) are first combined to give 

aH _ a2H 

ar ~ a? 

The boundary conditions and initial conditions to be satisfied by the 
foregoing equation are written, from equations (10) and (11), as 

, r) = H(i, 0) = 0 (15) 

j—/?/[l + #(£, T)]J, of I\ where /3 is large. Therefore, the integral/i can 
be approximated by the Laplace asymptotic method (see reference 
[10]) for large /J's as follows. (The readers are referred to reference [11] 
for the detailed derivations.) 

h =* [1 + (2fi/B)(Th)1'2 - 8(0, T)/B]" exp !-/3/[l + 0(0, r)]} 

• i s + M l + W . r ) ] 2 } - 1 (22) 

Now, solving equation (20) for 8(s, T), we obtain 

6(s, T) = exp (S2T) fT AT, exp (-s2r|)[l - s8(6, r,)] 

+ A exp (S2T) J * ' dr, exp (-s2r;)/i(r,) (23) 

where r, is a dummy variable. 
Let us now consider the integral I2 which is defined as 

h = J dr, exp (s2n)Ii(r,) (24) 

aH rn s . aH, 
• (0, T) = -h, — (« ai af 

where h represents the combined rate of heat and mass fluxes defined 

/i = 1 + QCAom/q (16) 

Solution of the foregoing partial differential equation is available 
elsewhere (see reference [9], for instance). It is 

H(t, T) = 2H [(T/T)1'2 exp (-f2 /4r) - (£/2) erfc (£/2v^)] (17) 

Equation (9) is then written, with the use of equations (13) and (17), 

ift a2f) 
- = — + A\X + (2H/B)[(T/T)1/2 exp (-£2/4r) 
dr a£2 

- (f/2) erfc (WlVr)] - 8/B}" exp [-/3/(l + 6)] (18) 

Now the problem at hand is to solve the foregoing highly nonlinear 
partial differential equation satisfying equations (10) and (11). 

We first carry out a Laplace transformation of equation (18) with 
respect to the space variable as 

6(s ->-s; exp (sZmt, r)di 

where 6 and s are, respectively, the temperature and space variable 
on a transformation plane. Then, we obtain 

d6 
s20 = 1 • 

dr 

s6(0, T) + Ah 

where 

h= f " di exp (-sf)(l + (2h/B)[(rM1'2 exp (-£2/4r) 
Jo 

- (f/2) erfc (f/2V7)] - fl(f, T ) / S | " exp {-/?/[l + 6(£, r)]\ (21) 

Now let us consider the integral I\ whose integrand is highly non­
linear. On physical grounds, we know that the temperature will have 
a maximum value at the fuel surface where heat is supplied at a con­
stant rate. We also see that the function 

(1 + (2H/B)1(TM1'2 exp ( - £ 2 / 4 T ) - (£/2) erfc (£/2v7)] - 6/B)" 

is slowly varying in | as compared to the exponential function, exp 

We know on physical ground that the surface temperature is a 
monotonically increasing function of time. We also see in the inte­
grand that the function 

<14) exp (s2ri)[l + (2/i/B)(i,M1/2 - 6(0, r,)/B]"{s + 0/[l + 9(0,7;)]2)-1 

is slowly varying in r, as compared to the function, exp {—0/[l + 6(0, 
rj)]). Thus, the integral 12 is approximated for large /3's, by the Laplace 
method (see reference [11] for details) as 

h =* exp ( - S 2 T ) [ 1 + (2h/B)(rM1/2 - 6(0, r)/B]n 

• |s + 0/[I + 6(0, T ) ] 2 ] - 1 exp l-/3/[l + 8(0, T)]) 

^ ^ ( O . r V I l + eCO.T)]2]"1 (25) 

We substitute the above equation into equation (23) and obtain 

6(s, T) = exp (S2T) V dr, exp (-s2);)[l - s6(0, ij)] 

+ A[l + (2fi/B)(TM1/2 - 6(0, v)/B]n{s + (3/[l + 8(0, T ) ] 2 ) - 1 

Hf) 1 
[1 + 0(0, r)]2//3 — (0, r) exp (-/3/[l + 8(0, r)}} (26) 

OT J 

Inverse Laplace transformation of the foregoing equation which 
is obtainable only numerically will give the complete solution for the 
temperature as a function of time and space. However, if the inverse 
transformation were to be obtained numerically, the numerical 
computational work involved would be such that there is no real ad­
vantage of solving the problem by the present method as compared 
to numerically integrating the partial differential equation, equation 
(18), directly. However, an examination of the physical problem shows 
that the ignition will take place in the surface layer of the fuel. On this 
physical ground, the ignition criteria of porous fuel can be obtained 
by studying the fuel temperature histories near the surface. Therefore, 
we seek an asymptotic solution which is valid in the neighborhood of 
the fuel surface. 

Applying a limit theorem given in [12] 

(19) 

(20) 

lim 0(£, T) = lim s~8(s, r) 
£-0 «-» 

(27) 

to equation (26), we obtain 

8(0, r) = lim s exp (S2T) C dr, exp (-s2>/)[l - s8(0, r,)] 
„-»» Jo 

+ A[1 + (2H/B)(TM1/2 - 8(0, T)/B]"\[1 + 8(0, T)]2/(3 — (0, r) l 

*exp(-/3/[l-f-0(O,r)]! (28) 

Note that the second term on the right-hand side of equation (28) 
represents the contribution of the exothermic chemical reaction to 
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5x10-2 1.5x10" 

inert heating solution 

-1 2.3X10-1 

o„9
0f S u r t a c e temperaiure-time histories for various order reactions based 
9aseous oxidant concentrations 

t h e surface temperature rise. On the other hand, the first term on the 

2 a A a n ? . ^ ° f e q U a t i ° n ( 2 8 ) r e P r e 8 6 r i t S TwetrthaU^ 
. nai heating to the surface temperature increase. We KHU 
t 6 r » ^ equivalent to the s o l u t i o n o f t h e corresponding ^ m i c a U y 
™ert heating problem. This solution at the fuel surface will replace 

fte first term on the right-hand side of equation (28). ^ ^ 
1 he governing equation of this heating problem of an 

s obtained simply by setting A = 0 to equation (9) a*5 

a$2 

(29) 

^ w e the subscript / denotes the inert heating P " b ^ \ " " 
b o "»dary conditions and initial condition to be satisfied by the above 
equat,on are given by equations (10) and (11). a v a i l a ble 

, T f t e solution of the foregoing boundary value problem is available 
e l s ewhere , a nd i t i s 

M{, r) = 2 [ ( T / T ) W exp (-{*/4r) - (f/2) erfc « / ^ ( 3 0 ) 

A n d in the neighborhood of fuel surface, we have 
(31) 

lim 07(£, r) = 2(T/TT)1/2 

{—0 

^ p l a c i n g the first term on the right-hand side of ^ ^ Z ^ 

the foregoing expression, we finally obtain the express.on tor tne ruel 
surface temperature as 

9(0, T) = 2( r/T)i>3 + A[l + (2h/B)(rM1/2 ' HO, r)JB}n 

. ( [ l + 9 ( 0 , T ) p / ^ ( 0 , T ) ) e x p H / [ l + ^ ^ ! ( 3 2 ) 

Rewriting with Bw denoting the surface temperature, 

d r = tA exp (-/J)/fl[l + (2/i/£)(rAr)1/2 - fl»/«l"(1 + W 

. [ , „ _ 2 ( T M I « 1 - I exp [|W,./(l + ft.>] 03) 

T h e foregoing equation is integrated numerically for ««,• 
Results and Discussion. Numerical computation of equatton (33) 

W as carried out for the following ranges of parameters. 

0 = 30-80 A = 109-1027 5 = 0-9 (34) 

H = 1.0-3.0 n = 0,1,2 

Typical surface temperature histories are shown m ig- °'" e 
Z 6 r ° th , first, and the 

second order reactions base „v,iQrv, ;0 

°*'dant concentration. The solution for the inert heating problem ,s 
2 7 2 / MAY 1976 

also shown for a reference. As it is seen from the solution, the full 
temperature-time histories at the fuel surface leading to a self-sus­
tained combustion can be obtained by the present method. 

When the reaction order based on the gaseous oxidant concentra­
tion is zero, the present "thermo-diffusive theory" for a porous solid 
fuel becomes identical to the "thermal theory" (see references [4-6]) 
in which the diffusional effect of oxidizing gas is neglected. Bradley's 
exact numerical solution [5] for a semi-infinite fuel geometry is the 
only existing solution that can judge the accuracy of the present as­
ymptotic method applied for n = 0. Fig. 3 compares the present so­
lution of the ignition delay time with Bradley's numerical results for 
n = 0. The solid lines describe the present solution whereas the circles 
show Bradley's exact numerical results. This comparison shows that 
the ignition delay time predicted by the present method is sufficiently 
accurate for 0's down to 30. In fact, it was found that a sufficient ac­
curacy is attained down to (i of 10. Furthermore, Bradley's numerical 
method faces rather severe difficulties, and its accuracy wanes as /3 
increases. On the other hand, the accuracy of the present asymptotic 
method increases as 0 is increased. This is because the Laplace method 
used herein becomes asymptotically exact as (S - • °°. Therefore, the 
present results might even be more reliable than those obtained by 
a purely numerical method for large /3's representing many practical 
ignition problems. 

It was also found, from the present solutions, that the ignition delay 
time varied by no more than 10 percent as the reaction order varied 
from 0 to 2. 

Fig. 4 shows the surface temperature-time histories for several /3's. 
As /3 decreases, that is, as either the activation energy decreases or the 
initial temperature of the fuel slab increases, the ignition occurs faster. 

Effect of the rate of mass transfer of oxidizing gas at the fuel surface 
on the ignition delay time is shown in Fig. 5 for /? = 40 ~ 80 and for n 
= 2. From the definition of h given by equation (16), we have 

m = q(h - 1)/(QCA0) (35) 

Therefore, h = 1 represents the condition of no oxidizing gas supply 
at the fuel surface. Also, h = 2 and h = 3, respectively, correspond to 
rh = qV(QCUo) and 2Q/(QCAO)- We can see that ignition occurs earlier 
as we increase the supply of the gaseous oxidant to the fuel surface. 
Note that ignition will still take place for rh = 0 since certain amount 
of gaseous oxidant is initially available within the porous solid fuel. 

F i n i t e F u e l Geometr i e s 
The present asymptotic method is now applied to the ignition 

problems of porous solid fuels of finite geometries. A slab of finite 
thickness, an infinitely long circular cylinder, and a sphere will be 

-25 -20 -15 -10 -5 

IOfl10(1/A) 

Fig. 3 Comparison with exact numerical solution where B = 0,9 and n= 1.0 
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Fig. 6 Finite fuel geometries 

considered. 
Description of the Problem. We consider one-dimensional, 

time-dependent systems as illustrated in Pig. 6. Heat and gaseous 
oxidant are supplied at constant rates to the fuel at x = 0 for a slab, 
and at r = if for a cylinder and a sphere. The other fuel surface of the 
slab at * = L is assumed to be impervious to heat and mass. Symmetry 
condition was considered to be the other set of boundary conditions 
for the cylinder and the sphere. 

Analysis. Governing equations for mass and energy balances can 
be written as 

— = DeAV2CA - k0CA" exp (-E/31T) 
dt 

aT 
pcp — = XV2T + Qk0CA" exp (-E/nT) 

at 

The boundary conditions are 

=F XVT = <j at x = 0, r = fl 

^DeAVCA=m a t s = 0 , r = R 

VT = VCU = 0 atx=L,r = 0 

(36) 

(37) 

(38) 

(39) 

(40) 

40 50 60 70 80 

3 
Fig. 5 Effect of gaseous oxidant flux at the fuel surface on Ignition delay time 

The initial conditions are written, for completeness, as 

T = T 0 , a t t = 0 CA = CAO, a t t = 0 (41) 

The governing equations are manipulated and combined to a single 
nonlinear partial differential equation by considering the effective 
Lewis number to be one. 

- = V20 + A[l + (l/B)(H - 8)]« exp [-/3/(l + 6)] (42) 
ST 

The procedure of deriving the above equation is essentially the same 
as that for the semi-infinite slab. Hence, the details are not repeated 
herein. In the previous equation, all the nondimensionalized variables 
and parameters are defined in the same way as for the semi-infinite 
slab. H represents the solution of the combined equations. They are 

for a finite slab: 

H(£, T) = HT/L + HL{[3(L - 02 ~ L2]/GL2 

- (2Ar2) £ ^ P exp ( - n V i / i 2 ) cos [rex(L - £)/£]) (43) 

where 

L = qL/\To (44) 

for a cylinder: 

H(f, T) = 2hr/R + hR[f*/2R2 - (1/4) 

- 2 Y. exp(-an
2T/R2)J0(faJR)/an

2Jo(an)] (45) 

where 

f=qr/\To, R = qR/\T0, (46) 

and otn, n = 1, 2 . . . , are the roots of the equation, 

Ma) = 0 (47) 

In the previous equations Jo and J i denote, respectively, the Bessel 
function of order zero and that of order one. Continuing, we have, 

for a sphere: 

H(f, T) = 3/ir/fl + Hibf2 - 3R2)/10R 

sin (fjn/R) 
- (2hR2lr) £ exp ( -T n

2 r / f l 2 ) (48) 
n=l Tn SUIT,, 

where yn, n = 1, 2 . . ., are the roots of the equation, 

tan 7 = 7 (49) 

We define new space variables (j> and \p such that the present igni-
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Fig. 8 Effect of fuel body size on ignition delay time for A = 10:o, B = 0.9 
Fig. 7 Surface temperature histories for finite fuel geometries for A = 1020, and h = 1.0 
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tion problems of finite fuel geometries can be reduced to forms which 
are amenable to analyses by the Laplace method as 

<j> = 1/(L - f) - l/L for a slab (50) 

\p = 1/r — 1/fi for a cylinder and a sphere (51) 

By using the foregoing variables, we transform the finite fuel 
geometries into the semi-infinite slabs in (<j>, r) and (]p, T) planes. 

Laplace transformation of the governing equations in new coordi­
nates is first carried out with respect to the space variables. Then the 
Laplace method is applied twice to evaluate asymptotically but in 
closed forms the nonlinear integrals resulting from the exothermic 
chemical reaction terms. By invoking a limit theorem given by 
equation (27), we finally obtain ordinary differential equations gov­
erning the fuel surface temperatures. The procedures are not repeated 
herein since they are quite similar to those carried out for the semi-
infinite slab. (The readers are referred to reference [11] for the de­
tailed derivations.) The equations can be written, with 6W denoting 
the surface temperatures, as 

^ = [A exp (-/3)/0][l + (HJB) - «WB)]"(1 + <U2 

dr 

• exp \fi8j(l + ew)\(6w - B,w)-1 (52) 

In the previous equation, 9iw and Hw denote, respectively, the solu­
tions of the corresponding inert heating problems and the solutions 
of the combined equations which are valid at the fuel surfaces. Ha is 
related with Biw, for all the fuel geometries being considered, simply 
by the equation, 

Hw = h6Iw (53) 

The corresponding inert heating solutions are 

for a finite slab: 

Biw = (T /L) + L[(l/3) - (2/TT2) £ (1/n2) exp ( - r i V r / I 2 ) ] (54) 
rc=l 

for a cylinder: 

6,w = (2r/R) + fl[(l/4) - 2 £ (l/«„2) exp (-a„2r /R2)] (55) 
rc = l 

for a sphere: 

9,w = (Zr/R) + £[(1/5) - 2 E ( l / 7 n
2 ) exp ( -7„ V # 2 ) ] (56) 

n = \ 

Equation (52) is integrated numerically for 8W with the use of equa­
tions (53)-(56). 

Results and Discussion. The effects of the body size and geo­
metrical shapes of porous solid fuels on the ignition characteristics 
are presented in Figs. 7 and 8. Other features of ignition problems are 
not repeated here, since they are fundamentally the same as those 
discussed earlier for the semi-infinite slab. 

It is seen in both figures that the ignition delay time is the shortest 
for the sphere and the longest for the slab when all other factors are 
equal. Note that-R and L, respectively, denote the normalized radius 
and thickness as defined by equations (46) and (44). Fig. 8 shows the 
effects of body size and geometry of porous fuels on the ignition delay 
times. It shows that the ignition delay times become longer as the fuel 
sizes increase and approach the value for the semi-infinite slab 
asymptotically. It also specifies certain ranges in which the body size 
and geometrical shape of the porous fuel have significant effects on 
ignition delay times. 

Few experimental results have been reported on the ignition of solid 
fuels of finite body size. Thomas [13] investigated the effect of particle 
size on ignition when coal particles are subjected to hot air at constant 
temperature. He found that the smaller the particle the faster the 
ignition occurs. Tien and Turkdogan [14] showed that the oxidation 
rates are greater for smaller particles of electrode graphite in various 
conditions. They also reported that the oxidation rate was fastest for 
the spherical particles and slowest for the slabs. These results are for 
the steady-state combustion processes, not for ignition. However, 
since we know that faster oxidation rate will result in faster ignition, 
their experimental results are congruent with the present solutions. 

It is the best knowledge of the present authors that there have not 
been any theoretical studies on the solid fuel ignition of finite bodies 
which are comparable with the present analysis. It is hoped that there 
will be exact numerical solutions which can judge the accuracy of the 
present asymptotic solution by the Laplace method. 

Concluding Remarks 
In the present study, a "thermo-diffusive theory" has been proposed 

for the porous solid fuels. Governing equations of mass and energy 
have been analyzed for the porous fuel of various two-dimensional, 
axisymmetric geometries by using the Laplace asymptotic method 
first employed in the surface ignition problems by Yung and Chung 

[!]• 
Governing equations have been manipulated and combined to a 

single highly nonlinear partial differential equation by considering 
the effective Lewis number to be one. The Lewis number could be 
considerably different from one, depending on the porosity and the 
conductivity of the solid fuel. However, the present analysis is in­
tended to demonstrate the asymptotic tool with which the ignition 
of the high-activation energy fuel can be analyzed without incurring 
undo algebraic complexities. Furthermore, the present method can 
be readily applied to the cases of Lewis numbers different from one, 
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and such analysis has been carried out by Ahluwalia [15]. This work 
includes the discussion of the significance of oxidant diffusion in the 
ignition processes and comparison with the condensed phase ignition. 

Complete solutions for the fuel surface temperature leading to 
combustion have been obtained for the zeroth, first and second order 
reactions based on the gaseous oxidant concentration. The effects of 
the various governing parameters, such as the activation energy, the 
ratio of chemical heating to external heating, the rate of oxidizing gas 
supply at the fuel surface, etc., on ignition have been discussed. Also, 
the effects of the body size and geometrical shape of porous fuel on 
the ignition criteria have been discussed. It is seen that the accuracy 
of the present method increases for large /3's of practical interest. 

Because of the basically closed-form nature of the solutions ob­
tained, many general and fundamental aspects of the ignition criteria 
hitherto unknown have been found. 
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The Calculation of Furnace-Flow 

Properties and Their Experimental 

Verification 
Measurements of mean axial velocity, and the corresponding normal stress are reported 
for the isothermal flow of air and for a combusting mixture of natural gas in an axisym-
metric furnace enclosure with a coaxial burner. Temperature and wall heat flux mea­
surements were also obtained for the combusting flow. The swirl number of the flow was 
0.5. The measurements are compared with the results of a calculation procedure incor­
porating a two equation turbulence model and a one step reaction model. The combusr 
tion model allowed fuel and oxygen to coexist at the same place but not at the same 
time. The comparison indicates that the calculation procedure qualitatively represents 
the measurements but that quantitative differences exist-. The argument is sufficiently 
close, however, to justify the use of the method for some design purposes. 

Introduction 

In an earlier paper, reference [l],1 the authors reported measure­
ments of velocity components and the corresponding normal 
stresses obtained in a model furnace by laser-Doppler anemomet-
rv This paper reports new measurements obtained in the same 
furnace at a higher flow rate and, in addition, compares them with 
values obtained with a numerical design method. The measure­
ments have been extended to include values of mean temperature 
and wall-heat flux. The inlet, swirl numbers of the flow were zero 
and approximately 0.52 for the isothermal air flow and, for reasons 
of flame stability, the zero swirl flow was not measured for the 
combusting mixture of natural gas and air. The calculations were 
obtained with the aid of a computer program originated by Gos-
man and Pun [2] and developed by Khalil and Whitelaw [3] for 
furnace configurations. The program solves, in finite-difference 
form the two-dimensional elliptic forms of appropriate conserva­
tion equations. 

i lumbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECANICAL ENGINEERS and presented at the AIChE-ASME 
National Heat Transfer Conference, San Francisco, Calif., August 10-13, 
1975 Revised manuscript received by the Heat Transfer Division November 
12 1975. Paper No. 75-HT-8. 

The purpose of the research program, of which the present work 
forms a part, is to develop a design procedure for cylindrical fur­
naces. Since the conservation equations embodied in this proce­
dure have been time averaged, the equations are not exact and in­
clude assumptions which may be classified as belonging to the tur­
bulence or combustion models. It is, therefore, necessary to quan­
titatively assess the reliability of the procedure by comparison 
with experiments and the present experimental program is de­
signed to meet this need. In contrast to previous experimental in­
vestigations, for example references [4-6], the present use of laser-
Doppler anemometry allows the determination of Reynolds 
stresses and these provide a more sensitive test of the turbulence 
model than does the mean velocity. The previous computational 
investigations of Khalil and Whitelaw [3, 7] demonstrated, by 
comparison with the experiments of references [1, 4-6], that a two 
equation turbulence model allowed reasonable prediction of veloci­
ty and normal stresses and that a one step representation of the 
chemical reaction was also satisfactory. The comparisons of refer­
ences [3, 7] were deficient in that only the data of reference [1] pro­
vided measured initial conditions but they did not include temper­
ature or heat flux information. The measurements described here 
include initial conditions and provide velocity, temperature and 
heat-flux information obtained in the same flow configuration. 

The following sections of the paper consider, in turn, the compu­
tational method and its physical assumptions; the flow configura­
tion, associated instrumentation and procedures; and the results of 
computational and experimental investigations. The implications 
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of the comparisons are discussed and specific conclusions stated in 
the closing sections. 

Calcu la t ion P r o c e d u r e 
The present section presents the conservation equations and 

corresponding boundary conditions and comments briefly on the 
thermodynamic properties, the turbulence model, the combustion 
models, and the solution procedure. Further details of the solution 
procedure may be found in references [2, 3], The equations and 
physical assumptions are given in detail in references [3, 7]. 

Equations and Boundary Conditions. The conservation 

equations, apart from mass continuity, had the common form: 

<H|— (pt/0) + - - r ( P V0)J 
LdX r ar 

ax \ ax/ r ar\ ar/ 
(1) 

where the corresponding values of oi, b\, 62 and S ,̂ are given in 
Table 1. The dependent variables include three components of the 
time-averaged velocity, total enthalpy and species properties and 
are to be calculated at values of the independent variables x and r. 
The use of time-average equations and the effective viscosity hy-

- N o m e n c l a t u r e . 

o-o, bo, co, do = constants in specific heat M 
equation 

61, bi = constants 
scific heat 

C\,Ci= constants in turbulence model 
Cgh Cgi = constants in combustion model 
Co = constant 
CR = eddy-break-up constant 
D = diameter 
E = constant of law of wall 
/ = mixture fraction = (^ — tpA)KvF — <PA) 
g = square of the fluctuation of concentra­

tion 
h = stagnation enthalpy 
Hfu = heat of reaction of fuel 
i = stoichiometric mass of oxygen per unit 

mass of fuel 
k = kinetic energy of turbulence = Hi[u2 + 

w + ffi2) 

K = constant in log law 

molecular weight 
m = mass fraction 
P = pressure 
Q = heat flux 
R = universal gas constant 
r = radial distance from axis of symmetry 
Ro = burner outer radius 
Re = Reynolds number 
Rip = residual value 
S = swirl number defined as; fWUpr2dr-

/(SpU2rdr)RQ 

s$= source or sink term of any variable 
T = absolute temperature 
U = fluid mean velocity in the axial direc­

tion 
u = fluctuation component of axial velocity 
V = radial mean velocity 
v = fluctuation component of radial veloci­

ty 
W = mean tangential velocity 

w = fluctuation component of tangential 
velocity 

x = axial distance from burner exit 
y = radial distance from burner centre line 
ya = width of burner annulus 
fi = viscosity 
p = density 
(T0 = Schmidt and Prandtl numbers for any 

variable 0 
t = dissipation of energy 
V = (rrifu ~ mox/i) 
<j> = general dependent variable 
eff = effective (including the effects of tur­

bulence) 
fu = fuel 
i = species 
ox = oxidant 
/ = furnace * 
A = air stream 
F = fuel stream 
w = wall 
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PHOTCMUUIPL1ER 

Fig. 1 Arrangement of furnace, burner and laser—Doppler anemometer 

pothesis implied by Table 1 requires equations for turbulent kinet­
ic energy and dissipation rate and constitute a model of turbu­
lence. The equations for species concentration and species concen­
tration fluctuations represent the combustion processes and will 
be referred to as the combustion model. 

Boundary conditions are required for each of the equations of 
Table 1 and, wherever possible, these were obtained by measure­
ment. Pig. 1 shows the geometry of the present furnace and shows 
a symmetry axis; this provides a boundary condition of the form 
arfi/dr = 0 for one boundary of the solution domain. The velocities 
were assumed zero at all walls and the measurements provided the 
corresponding wall temperature conditions. The gradients of mi, f, 
and g were assumed zero at all walls. At the inlet, the dissipation 
rate was determined from the equation 

fcS/2 
e = CD (2) 

0.03ya 

which stems from a mixing length assumption: all other properties 
were taken from measurements. At the exit, all gradients were as­
sumed to be zero; as was shown in references [3, 7], this assump­
tion has a negligible influence on the upstream flow. 

Thermodynamic Properties. The local density of the gaseous 
mixtures was obtained from the perfect gas law and Dalton's law of 
partial pressures. Values of specific heat were obtained from equa­
tions of the form: 

Cpi = a0i + b0iT + c0,.T
2 + d0,T3 

CPmii = £ m,iCpi 

(3) 

(4) 

with the constants suggested in reference [8]. The total enthalpy of 
the mixture was defined as 

h = mtuHfa + miCPiT + (U2 + V2 + W2)/2 (5) 

with the heat of reaction, Hfa, taken as 4.97 X 104 kj/kg. 
Turbulence Model. The turbulence model involves the solu­

tion of the equations for k and c together with the equations 

k2 iaU aV\ k2 /aW\ 
I — + — j , - puw = CDp—( — 1 
\ay ax/ t V ax I 

• puv = CDP-

The diffusion and dissipation terms in the k and e equations are 
simplified representations of the exact terms and, although based 
on reasonable assumptions, have not been tested directly. The va­
lidity of this two-equation turbulence model has been tested by 
comparing calculations, obtained from the solution of boundary-
layer equations including appropriate forms of the k and i equa­
tions, with measurements also obtained in boundary-layer type 
flows. It has not been extensively tested in elliptic flows and the 
comparison of Section 4 help to meet this need. 

Combustion Models. A one step, finite reaction rate model has 
been assumed for all calculations of section 4. It requires the solu­
tion of equations for /, g, and m t u and represents the source term 
in the fuel equation by 

flfu = mf„ p2 moxlO10 exp (-1.84 X 104/T) (7) 

o?Rtu = CRgV2(pelk) (8) 

whichever is the smaller. 
The time variation of / was assumed to have a square wave form, 

corresponding to a double delta function probability distribution, 

f+=f + gm,f- (9) 

except where the value of /+ would exceed unity or f- fall below 
zero. In these regions, the factor a defined by 

/=«/++( ! -a)f- (10) 

(6) 

was adjusted to insure that f+ was unity or /_ zero. This procedure 
allowed fuel and oxygen to exist at the same place but at different 
times. The local temperature of the mixture was determined from 
the enthalpy obtained from the simultaneous solution of the h— 
equation. From the definition of h given in equation 5, T+ and T_ 
are calculated corresponding to values of mta+ and mfu_. Values of 
mean temperature were then obtained from an equation similar to 
equation (10). 

The values of constants in the turbulence and combustion mod­
els are listed in Table 2 and are consistent with those proposed in 
reference [9]: they have not been modified for the present calcula­
tions. 

Solution Procedure. The differential equations represented 
by equation (1) and Table 1 were expressed in the finite-difference 
form of reference [2] and solved by the algorithm of that paper. 
The present calculations were performed with a grid composed of 
20 X 20 nodes and allowed the solution of the 10 equations in ap­
proximately 8 min of CDC 6600 cp time; in the absence of swirl, 
this time reduced to 6 min and in the absence of swirl and combus­
tion to 4 min. These times were achieved with the help of wall 
functions which linked the wall value to first grid nodes located in 
the logarithmic region of the boundary layer [9]. 

The distribution and number of grid nodes was investigated in 
reference [3] and the present arrangement was based on that expe­
rience. Convergence was assumed when the maximum residual, i.e. 

[convection + diffusion + source] j+i/V; 

was less than 10~4 at any grid node. After 30 iterations, all calcula­
tions were observed to converge monotonically. Approximately 250 
iterations were required to satisfy the above convergence criterion. 

Table 2 Turbulence and combustion model constants 

Constant Value 
C, 1.44 
C2 1.92 
C D 0 .09 
K 0.42 
E 8.8 
a 2.8 
a 1 2.o 4* I.O 

7e = 1.22; "k = °h = CTfu = ag = af ~ • ' 
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Experimental Procedure 
The model furnace and burner arrangements, the instrumenta­

tion and the experimental procedures are described briefly and 
separately in the following paragraphs. With the exception of tem­
perature and heat-flux measurements, the instrumentation is simi­
lar to that described in reference [1]; the furnace and burner are 
also similar but were operated at higher flow rates and, as a conse­
quence, the furnace cooling water was directed to a heat exchang­
er. 

Furnace and Burner Arrangements. Fig. 1 shows, in line-
diagram form, the outline and dimensions of the furnace enclosure 
and the layout of the laser-Doppler anemometer. For the isother­
mal measurements, a plexiglass enclosure was used and allowed 
measurements of the three orthogonal velocity components at all 
locations in the enclosure except in the vicinity of the wall. For the 
combusting measurements, a double-skinned steel enclosure of the 
same internal dimensions was used; it was water cooled in five sep­
arate axial sections and one section was fitted with windows to 
allow the transmission of light beams. The bottom plate of the fur­
nace was also water cooled. The finite dimensions of the windows 
limited the range of locations at which the radial velocity compo­
nent could be measured. 

The burner arrangement is also shown on Fig. 1. For the isother­
mal measurements, the Reynolds number of the flow in the annu-
lus was 4.7 X 104, corresponding to a mean axial velocity of 12.85 
m/s, and that of the central jet flow 0.55 X 104; vane swirlers were 
added to produce a swirling annulus flow with a swirl number of 
0.52. For the combusting measurement, natural gas (CH4—94.4 
percent, N2—1.40 percent C2H6—3.1 percent); was supplied 
through the central jet to provide an initial mixture fraction corre­
sponding to stoichiometric combustion. 

The furnace and burner arrangement was traversed with respect 
to the laser-Doppler anemometer. The precision of translation in 
the horizontal plane was of the order of 1.0 mm and, in the vertical 
plane 2 mm. In this vertical plane, the burner top and bottom 
plates were moved vertically within the fixed steel enclosure. 

The measurements were obtained without seeding the flow al­
though residual titarium dioxide particles in the pipework did con­
tribute to the particulate content of the flow. 

Instrumentation. Velocity measurements were obtained with 
a laser-Doppler anemometer comprising an argon ion laser, a 
bleached radial diffraction grating and a focussing lens, a light col­
lection arrangement, a photomultiplier and a bank of filters whose 
output was read automatically and transferred to paper tape. The 
laser was operated at 488 nm with a power output of approximate­
ly 130 MW. The radial grating had a total of 18,000 lines, equis-
paced in angle, on a radius of 130 mm and was rotated at velocities 
up to 5000 rpm. The bleaching process allowed 55 percent of the 
incident light energy to be concentrated into the two first order 
beams; further details of the performance characteristics of 
bleached gratings have been provided by Wigley [10]. Measure­
ments were made with frequency shifts from —3.01 MHz to 3.01 
MHz. The focussing lens had a focal distance of 400 mm and the 
forward-scattered light was collected by a lens of diameter 25 mm 
and focal length 200 mm: it was passed through a 0.75 mm pinhole 
to the photomultiplier (EMI 9635QB) cathode. The resulting con­
trol volume dimensions corresponded to a length of 2.4 mm and a 
diameter of 0.21 mm. The signal from the photomultiplier was 
high pass filtered at 600 kHz, amplified, low pass filtered at 10 
MHz; limited to 100 mV and supplied to the filter bank described 
in detail by Baker [11]. In the filter bank the input signal was pre­
sented to 60 parallel filters with centre frequencies ranging from 
0.631 MHz to 9.55 MHz in a logarithmic progression. After a 
threshold level had been set to reduce system noise, the filter bank 
logic established the most resonant of the filters and provided a 
voltage proportional to this frequency. The voltage analogue signal 
was supplied to a time analyser which time averaged the signal, 
and its square, to give values of the mean and rms velocities. The 
voltage analogue was further used to trigger a constant current 
which charged a capacitor, associated with a resonant filter, for the 

length of time of the Doppler burst. By scanning and logging the 
accumulated charges in the sixty individual capacitor stores, a his­
togram display was produced and is related to the probability dis­
tribution of Doppler frequencies. Statistical analysis of the histo­
gram yielded the mean and rms velocities and higher moments. 

The local temperature of the combusting gas was measured with 
a miniature suction pyrometer. The gas was sucked isokinetically 
into the probe and over a platinum-platinum 13 percent rhodium 
thermocouple calibrated between 1100 and 1800 K with a precision 
of ±20 K: at temperatures below 1100 K, the instrument was at 
least as precise on this calibration. The temperature of the furnace 
wall was obtained from chromel alumel thermocouples welded to 
the surface. The flow rates of water to each of the five sections of 
the enclosure were measured by rotameter and, together with the 
temperature of the water at' inlet and outlet, allowed the calcula­
tion of the wall heat flux. 

Results 
The measurements presented in this section relate to a swirl 

number of 0.5 and to isothermal and combusting flow. Preliminary 
measurements with a swirl number of zero indicated that the flame 
was not stabilised on the burner and, since this was physically un­
desirable and could not be satisfactorily represented by the calcu­
lation method, they were not persued. The swirl number was de­
termined by assuming profiles of nondimensional velocity and nor­
mal stresses, similar to those of reference [1] and calculating the 
profiles of velocity and normal stresses at downstream locations: 
the profiles at 0.1 Df and 0.166 Df, shown on the following figures 
were in closest agreement with a swirl number of 0.5 for both iso­
thermal and combusting flow and confirm the measurement of ref­
erence [1]. 

Figs. 2 and 3 present measured profiles of the axial mean veloci­
ty and the corresponding normal stress at locations downstream of 
the burner with isothermal air flow. The calculated profiles are 
also shown and the general agreement supports the view that the 
calculation method is satisfactory for isothermal flows and may be 
applied to combusting flows with the knowledge that the turbu­
lence model is likely to be adequate. As can be seen, the distribu­
tion of mean axial velocity is complex with a substantial region of 
recirculation which begins at the burner exit and extends, away 
from the centre line, to one furnace diameter downstream. The 
corresponding fluctuation velocity is comparatively large close to 
the burner and tends to a uniform and lower value at downstream 
locations. The calculated normal stress is, of course, based on the 
solution of an equation for turbulence kinetic energy and assumes 
that u2 = %k. 

Figs. 4 and 5 present measurements corresponding to those of 
Figs. 2 and 3 but relate to the combusting flow. The axial velocity 
and corresponding normal stress are larger in the combusting case, 
particularly in the region of the reaction zone. Indeed the region of 
the reaction zone can readily be recognized from the measure­
ments. Once again, the calculated profiles are in general agreement 
with the measurements although quantitative differences, particu­
larly in the reaction zone, are present. Mean and rms tangential 
velocity profiles are presented in Fig. 6 at two axial locations close 
to the burner exit for the burning case; they show that the larger 
tangential velocities are only slightly smaller than the correspond­
ing axial velocities and that the normal stresses have a similar rela­
tionship. 

The center-line velocity distributions for the isothermal and 
combusting flows are shown on Fig. 7. Only two measurements 
were obtained for the isothermal flow due to the very low particle 
concentration in this region. Comparison of the measured and cal­
culated distributions indicates general agreement although the 
measured wake development is faster than that calculated. The re­
gion of center-line recirculation is substantial for the combusting 
flow and the comparison of the two distributions is similar to those 
reported in reference [1]. The figure also presents calculated distri­
butions of axial velocity for a range of swirl numbers and shows 
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Fig. 2 Measured and calculated profiles of mean axial velocity: Isother­
mal flow . . . measured values, —calculated values Fig. 4 Measured and calculated profiles of mean axial velocity: combust­

ing flow . . . measured values, —calculated values 

that the location and magnitude of the recirculation region are 
very dependent on the swirl number. 

Measured and calculated temperature profiles are presented in 
Fig. 8 and can be related to the recirculation regions indicated by 
Fig. 4. They reveal temperature minima, close to the water-cooled 
base plate and in the region of forward velocity. The two tempera­

ture maxima, on either side of the minimum values, represent the 
edges of the reaction zone. 

Figs. 9 and 10 present center-line distributions of mean temper-
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Fig. 3 Measured and calculated profiles of axial normal stress: Isother­
mal flow . . . measured values, —calculated values 

Fig. 5 Measured and calculated profiles of axial normal stress: combust­
ing flow . . . measured values, —calculated values 
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Fig. 6 Measured and calculated profiles of mean tangential velocity and 
the corresponding normal stress: combusting flow . . . measured values, 
—calculated values 

ature and wall-heat flux respectively. Measured and calculated 
values may be compared for the case of a swirl number of 0.5 and 
the influence of swirl deduced from the calculations. The tempera­
ture results indicate that, as far as the center line is concerned the 
highest swirl number leads to the most rapid rise in temperature. 
The heat-flux results confirm this and suggest that the present 
furnace would be operated more effectively with higher flow rates 
of air and fuel. 

Discussion and Conclusions 
The comparisons of the previous section show that the calculat­

ed results are in general agreement with the measurements but 
that quantitative differences remain to be explained. Similar cal­
culations, performed with the same physical information but with 
a different numerical scheme [7] show that differences of up to 15 
percent can be introduced by the numerical arrangement although 
the rms difference was less than 5 percent. It must be presumed, 
therefore, that a substantial part of the differences indicated on 
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Fig. 8 Measured and calculated profiles of mean temperature . . . mea­
sured values, —calculated values 

the previous figures must be attributed to the physical content of 
the calculation method or to errors of measurement, with the for­
mer as the main source. 

The turbulence model may be assessed from the results of Figs. 
2 and 3 and appears to result in differences from the measure­
ments which exceed the experimental scatter and which amount to 
up to 40 percent of the maximum velocity in the appropriate axial 
plane. The largest disagreements are in the wake and suggest that 
the two-equation turbulence model is inadequate in such regions. 
This conclusion is substantiated by the calculations of Pope and 
Whitelaw [12] for separated—wake flows. It is noteworthy that the 
two equation model also assumes isotropy of the normal stresses 
which is undoubtedly incorrect. 

The major source of imprecision for the furnace calculations is 
the combustion model. The present calculations were repeated 

Fig. 7 Measured and calculated center-line distributions of axial mean 
velocity . . . measured values, —calculated values 
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Fig. 9 Measured and calculated center-line distributions of mean temper­
ature . . . measured values, —calculated values 

<wJ/s 

100 

50 

0.5 1.0 

Fig. 10 Measured and calculated distributions of wall-heat flux . . . mea­
sured values, —calculated values 

with the alternative assumption of infinite-reaction rate and the 
results were different from those presented here; the differences 
were not, however, significant when compared with the differences 
from the experimental data. Instant reaction is undoubtedly an 
over simplification and the faults in the present model must be 
traced and corrected. Since the eddy-break up equation controls 
the reaction for most of the solution domain it may be concluded 
that it is in need of improvement. Also, the square-wave variation 
of the mixture fraction with time is a simplification which has not 
been directly tested for flows of this type. These two assumptions 
are the most likely reasons for the discrepancies of, for example, 
Fig. 8 and work is presently in hand to improve them. 

In spite of the emphasis of the previous paragraphs on the need 
to improve the calculation procedure, the results show that trends 
have been predicted correctly with the present assumptions and 
consequently the calculation procedure contribute to design in its 
present form. This is the major conclusion of the present investiga­
tion. 
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The Numerical Thermal 

Simulation of the 
Human Body When Undergoing 

Exercise or 
Nonionizing Electromagnetic 

Irradiation 
The human body was modeled by a finite difference numerical procedure to determine 
the effect of simulating the sweating rate by different analytical models. Six different 
models were used in which the hypothalamus, muscle, average skin, and local skin tem­
peratures were used as the controlling parameters for the rate of local sweating. These 
different models were tested by comparing their predictions of local temperatures for an 
exercising man with measured values. The computer program was then used to compute 
the thermal response of a man subjected to microwave irradiation of the entire body and 
the head only. Transient head and body temperatures and sweating rates were comput­
ed and compared with the temperature changes due to an equivalent exercise level. Sig­
nificant differences in the. results' found by using the different sweat models point out 
the need for further work in determining accurate analytical descriptions of this major 
mode of body heat loss. 

1 Introduction 

In man, as in all homeotherms, the precise regulation of the in­
ternal body temperature is necessary for life. If the central body 
temperature falls much below 34°C, the temperature regulation is 
impaired, while if it rises much above 41°C, the central nervous 
system deteriorates and severe convulsions occur. The determina­
tion of the body temperatures under changing ambient conditions, 
variation of metabolic heat, and the absorption of nonionizing ra­
diation requires a detailed study of the modes by which heat is 
transferred within the body to the skin and from the body surface 
to the ambient atmosphere. The transfer to the skin surface occurs 

Contributed by the Heat Transfer Division for publication in the JOUR­
NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division June 5,1975. Paper No. 76-HT-KK. 

by conduction through bones, tissue, fat, and skin and by convec­
tion accompanying the circulation of blood. Heat transfer also oc­
curs between large arteries, large veins, and tissues due to temper­
ature differences. The convective mode is of greatest importance 
to the body's thermal well-being because of its effectiveness in 
minimizing the temperature differences within the body. Further­
more, the variation of convection by the constriction or dilation of 
the cutaneous capillaries controls the internal heat distribution by 
reapportionment of the blood flow and the effective body insula­
tion by increasing or decreasing the distance that the heat must 
flow through from the superficial layer to the superficial epider­
mis. This vasomotor state of the peripheral vessels is subject to 
thermoregulatory action and will be discussed in more detail in 
Section 2. 

Once the heat has reached the body surface, it is then lost to the 
environment by the usual modes of conduction, convection, radia­
tion, passive diffusion of water vapor through the skin, and by res-
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piration losses, none of which mechanisms are subject to thermore­
gulation. Sweating, the evaporation of fluid secreted from special­
ized glands within the skin, is subject to thermoregulation, with 
the secretion being in proportion to the stimulus. The quantity of 
heat lost by sweating is dependent upon the amount of sweat se­
creted and upon the portion which can evaporate. Under normal 
conditions, convection accounts for 40 percent of the total heat 
loss, radiation for 45 percent, conduction for 7 percent, respiration 
for 8 percent, passive diffusion for 7 percent, and sweating for 0 
percent. However, under some conditions, sweating becomes the 
dominant heat loss mechanism. 

One of the major concerns of this study was to determine the ad­
equacy of the many different sweat models available in computing 
the changing body temperatures for the markedly different ther^ 
mal loading caused by changes in ambient conditions, exercise, and 
electromagnetic deposition. Once sweating is initiated, the skin 
temperature often drops significantly, but nonuniformly, thus 
changing the conduction and convection patterns in the body and 
thereby reacting with the distribution of sweating. 

2 T h e T h e r m a l Mode l 
The thermal models of man are usually based upon a division of 

the body into smaller anatomical structures with each treated by 
the usual conservation of energy equations, 

pc — =V(kVT) + C + D + M + R + S + H 
at 

(1) 

where C is the heat convected by the blood; D, the passive diffu­
sion of water vapor through the skin; M, the metabolic heat gener­
ation; R, the respiratory heat loss; S, the heat lost due to sweating; 
and H, the convective and radiative loss from the skin. Different 
models have been developed for the subdivision according to the 
purpose of the study. A survey of some of the different numerical 
and mathematical models of the human body is given by Pan [17].x 

The model used herein, illustrated in Fig. 1, is assumed to be di­
vided into 10 segments, representing the head, trunk, arms, hands, 
and legs following the work of Stolwijk [47], and Stolwijk and 
Hardy [48]. Each segment is further divided into a core region, 
muscle layer, fat layer, and skin. A common blood supply links the 
segments. 

The conduction term, the convection term C, and the metabolic 
heat M are applicable to all of the segments. Thermal conductivity 
values were taken from references [11-14, 46-48, 51, 52, 54]. The 
convection term was expressed in the form, 

C=mbecbATb{-T) (2) 

HEAT PATHWAYS 
IN A SEGMENT 

Fig. 1 Thermal schematic of the human body 

which is based upon the assumptions that: (a) the blood enters the 
tissue volume at the common arterial temperature Tbe (e.g., there 
is no heat exchanged with the blood while it is en route to the vas­
cular bed); (6) after perfusing the tissue the blood exits at the local 
tissue temperature T. This last assumption, described by Pennes 
[35] and Perl [36], is based upon the micron distances in the capil­
laries and the small blood flows involved, and although it is com­
monly used in biological heat transfer simulation, it has never been 
completely experimentally verified.2 Emery [16] has successfully 
utilized this assumption in modeling the temperatures in the rab­
bit eyes. The influences varying the blood flow rates caused by 
thermoregulation are most strongly felt in evaluating the heat ex­
change to the skin. Unfortunately, the skin blood flow regulation 
has not been well quantified. Benzinger [4], Stolwijk [47], Wissler 
[54], Brenglemann [7], Wyss [56], and Johnson [25] discuss the 
thermoregulation of the skin blood flow in detail. We chose to use 

L Numbers in brackets designate References at end of paper. 1 See reference [55] for a criticism of equation (2). 

-Nomenclature. 

ADU = Dubois body area 
B = the product, the 
c = specific heat 
C = heat convected by the blood 
D = passive diffusion heat flux 
E = electric field 
h = surface heat transfer coefficient 
H = convective and radiative heat flux 
k = thermal conductivity, wave propaga­

tion constant 
K = conductance 
m = flow rate 
M = metabolic heat generation 

N = N2 = 6i + i£2, relative complex dielec­
tric constant 

P = pressure 
Q = heat flux 
R = respiratory heat flux, radius 
S = sweating heat flux 
t = time 
T = temperature 
x,y,z = rectangular Cartesian coordinates 
ei, 2̂ = relative dielectric constants 
0,<i> = spherical coordinates 
p = density 

(o = frequency 
a = electrical conductivity 

Subscripts 

a = ambient 
bt = blood 
ex = expired air 
h = hypothalamic 
m = muscle 
r = rectal 
res = respiratory 
s = skin 
sin = sweat 

Journal of Heat Transfer MAY 1976 / 285 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Wyss' formulation: 

mbt = a(Tra - Tra0) + /3(T, - 33.0) - S(-fs) + y (3) 

where Tra is the right arterial temperature, Tmo is the reference 
value of Tra, Ta and T„ are the skin temperature and time rate of 
change and y is the basal blood flow. 

As the metabolic rate in active muscle increases, so too must the 
blood flow rate in order to replenish the muscle with oxygen and to 
carry away the excessive metabolic heat. Stolwijk [47] considered 
the muscle blood flow to consist of the basal flow plus 1 1/hr per 
kcal/hr of heat production. Pirnay [37] suggests a value of 0.82 as 
determined for the total metabolic increase. The blood flow 
through the areas of the body excluding the muscle and skin areas 
is assumed to remain at a constant basal level. This is not entirely 
accurate in many circumstances, but there is not sufficient infor­
mation to quantify the changes. For example, during strenuous ex­
ercise the blood flow to the gut decreases and hepatic tempera­
tures in excess of 41°C have been measured due to the decreased 
liver flow [40]. 

The respiratory loss, R, is estimated, by assuming that the ex­
pired air has come to thermal equilibrium with the core tempera­
ture of the trunk and is saturated [28] and using Panger's [18] esti­
mate of the ventilation rate, to be, 

Qres = M(0.0023(44 - P„) + 0.0014(Tex - Ta)\ (4) 

Mitchell, Nadel, and Stolwijk [30] have verified this expression by 
measuring the rate of respiratory water loss during different levels 
of bicycle exercise over a range of environmental conditions. 

The radiative and convective heat losses from the skin are treat­
ed in the standard engineering manner assuming that the skin is a 
black body and the area is a fraction of the duBois area [15]. The 
convective coefficients were taken from the manikin studies of 
Nielsen and Pedersen [34] and Winslow [53]. The remaining term 
in equation (1) is the heat loss from the skin by sweating. This loss 
is a function of surface area, the ambient humidity, and the nature 
of the thermosensitive sites within the body from which originate 
the different signals which control sweating. The location of and 
precise nature of the thermoreceptors which produce the signals is 
still open to question, since many of the experimental observations 

, were based upon animals other than man and it cannot be conclu­
sively stated that the same sites and characteristics exist in man 
also. In general, the importance of an internal or core temperature 
is accepted, although it is not yet well defined as a function of the 
different specific core regions. Furthermore, there is considerable 
question about the influence of the local skin temperature and 
whether the sweating response is an additive function of the sever­
al impulses or a multiplicative function. A good background de­
scription of the sweating mechanism and the associated experi­
ments can be found in reference [22]. Typical of the two types of 
response are Benzinger's additive equation [5], 

— = 15.7CT,, - Th0) + P(TS - Ts0) W/m2 (5) 
ADu 

(where Tho and T„o are the datum values for the hypothalamic and 
mean skin temperatures). These datum values (frequently termed 
set points) are the temperatures which the thermoregulatory 
mechanism attempts to maintain and it is not uncommon for in­
vestigators to assume that the set point is a variable temperature 
which depends on a number of physiological conditions. Benzinger, 
through tests on several subjects, suggested that j8 = 1.6 kcal/kg-
hr-°C for Ts < 33°C and = 0 for Ts > 33°C. According to this, the 
mean skin temperature is a slight inhibiting effect for T < 33°C 
and ineffective for T > 33°C, thus the sweat drive is almost entire­
ly a function of central body temperature. Because of this, many 
workers have questioned his results. Stolwijk and Hardy [21, 49] 
tested subjects for thermal transients and recommended, 

— = 5.8 + 93(Te - 37.18) + 20.9(F„ - 33.0) W/m2 (6) 
ADU 

where Te is the tympanic temperature. This additive relationship 
could not fit all of the data, and experiments which incorporated 
exposures to a wider range of environmental conditions led to the 
multiplicative relationship. 

— = 11.6 + 81.4(r„ - 36.6)(fs - 33.5) W/m2 (7) 
ADU 

This expression is adequate for a sedentary subject, but does not 
adequately account for exercise and other physiological changes, 
although it allows for a substantial mean skin effect. 

Stolwijk and Hardy and Stolwijk and Gagge [45, 50] have evalu­
ated different sweating models to determine their accuracy in de­
termining the effects of various levels of exercise and the transient 
effects. Some of these findings differed with those of Beaumont 
and Bullard [2], although the conditions were not quite the same. 
At any rate, no linear combination of temperatures could be found 
to characterize sweating both during or after exercise..They pro­
posed either, 

— = 79(Tft - 36.6)(TS - 34.1) + 233(fm - 35.88) 
D u X (Th - 36.6) W/m2 (8a) 

or 

— = 132.6(Th - 36.6) + 19.8(7, - 33.3) W/m2 (86) 
ADU 

Probably the most detailed work is that of Nadel, Bullard, and 
Stolwijk [31], who considered the effects of local and time deriva­
tive effects, skin wettedness, and degree of acclimation to exercise, 
and proposed, 

Local 

Sweat = \a(Tes - Tes0) + p(fs - f^)\e^.-T^H (9) 

Rate 

Further studies indicated the effects of the time rate of change of 
the skin temperature, local variations in sweating, reabsorption of 
the sweat, and the subject's acclimation to exercise. However, at 
this time only the chest [32] and arm [23] local sweat rates have 
been quantified. 

Nadel, et al. [33] also presented two simplified expressions 
which could be used in describing whole body evaporation, for 
thermal equilibrium, 

— = [229(Tes - 36.7) + 26.7(fs - 34))e<ST«-34>/10 W/m2 (10) 
ADU 

and for exercise: 

— = (128.1(TM - 36.4) + 8.0 (Ts - 3i)]e^T'-^'10 W/m2 (11) 
ADU 

All of the previous sweat expressions predict the rate of evapora­
tion heat loss assuming that all of the sweat secreted will evapo­
rate. Using Fick's law and the heat transfer-mass diffusion analogy 
leads to a maximum evaporative heat loss of [6, 10, 42], 

QmaK = 2.UhcAs(Ps-Pa) (12) 

Sweating in excess of this amount is evidenced as liquid secretion 
and has no influence on the thermal state of the person. 

3 N u m e r i c a l A lgor i th im 
The numerical algorithim predicts the temperatures of different 

areas of the body in response to specific stimuli in the form of sur­
face or volume irradiation, ambient temperature, air speed varia­
tion, metabolic rates, or any combination thereof. The model does 
not include shivering so that the air temperature must be in excess 
of 28°C for a nude subject in still air, although lower temperatures 
are permissible if the metabolic rate is higher. The energy equation 
(1) is represented in a finite difference form as, 
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Table 1 Resting man in an environment of 28°C , 50 percent r.h. 

_Core Muscle Fat Skin 
Head 

Normal Hypothalamic 

Trunk 

Normal Rectal 

Arms 

Hands 

Legs 

Feet 

Blood 

36.76°C 

36.7 

36.85 

37.0 

35.92 

34.33 

36.67 

34.26 

36.67 

35.82 

37.12 

35.52 

34.25 

36.25 

34.17 

35.27 

34.58 

34.31 

34.18 

34.57, 

34.12 

Mean Skin 

Normal Skin 

34.93 

33.25 

34.07 

34.07 

34.05 

34.04 

33.80 

33-34 

( p c ) _ L _ _ !_ = Ki,i-!(fi-i - ft) + Ki.i+1(Ti+1 - fi) 
At 

+ Hi {Tbe -Ti) + Mi + Ri + St (13) 

where the terms denoted by tildes represent time averages accord­
ing to 

Bi = abi" + (1 - a)Bin+1 0 < a < 1 (U) . 

Letting a = 1 gives an explicit algorithim which is subject to time 
step limitations, while values of a < 0.5 yield an implicit scheme 
with no stability restrictions. The blood flow and sweating terms, 
which are functions of temperature, were expressed in a Taylor se­
ries as, 

St(T) = aSilT0(T
n - T0) + (1 - a)SilT0(T"^ - T0) (15) 

to permit a more accurate evaluation of the temperatures and 
where T represents the different temperatures in the sweating 
equation. The resulting simultaneous equations were solved by a 
standard banded matrix inversion routine modified to consider 
global variables. 

4 Changes in Ambient Temperature 
The set of equations (13) were first solved under the assump­

tions of the blood flow rate being basal, and no sweating. The envi­
ronmental conditions were consistent with Panger's [18] thermal 
comfort conditions for a nude sedentary individual. Table 1 lists 
the computed temperatures and some typical measured values. 
When comparing the values, certain points must be kept in mind. 
Actual body temperatures corresponding to the computed values. 
are impossible to measure in-vivo and skin temperatures are easily 
measured but are the most variable and least important in their in­
fluence on the health and well-being of the individual. The normal 
oral temperature of a resting person is commonly taken as 
36.7°—a value often chosen as the hypothalamic set point. This 
compares well with the computed head core temperature of 
36.8°C. Rectal temperature under the same conditions is 37.0°C 
while the computed value is 36.9°C. The slight depression is due to 
our consideration of the trunk as one mass and since the upper 
trunk is largely lung tissue and subject to a greater heat loss than 
the lower trunk, the average can be expected to be lower than that 
of the lower trunk. The mean skin temperature was computed to 
be 33.8°C which is in the range of 33.0-34.0°C generally accepted 
as the mean skin set point. 

Pig. 2 and Table 2 display the results obtained for a step change 
in ambient temperature using the sweat equation (10). Whereas 
the skin temperature decreases during exercise because the rise in 
core temperatures intensifies the sweating, the skin temperatures 
rise due to external heating. Shortly after the initial rise, sweating 
begins and the skin temperatures fall. Only in the 37°C case is 
thermal equilibrium achieved after 90 min. 

Houdas [23] conducted a study of resting subjects exposed to 
changes in ambient temperature and his results are compared to 
the computed values in Table 2. 

Fig. 2 Effect of changes in ambient temperature on tissue temperature 
(initial ambient temperature of 2 8 ° C ) 

The computed core temperatures are in good agreement but the 
skin temperatures are significantly lower. This latter comparison is 
less important, since it is the internal temperature which deter­
mines the thermal well-being of the person. Roemer and Horvath 
[44] used experimental data of skin blood flow, metabolism, and 
arterial blood flow in conjunction with a closed form solution to es­
timate the importance of the skin and rectal temperatures in es­
tablishing an effective body temperature. Because the experiment 
only considered a reduction in ambient temperature, it is not clear 
that their calculated proportions would be valid for increased am­
bient temperatures or energy deposition. 

The most important conclusion to be drawn from these calcula­
tions for heating due to changes in ambient temperature is that 
there is no significant difference between the additive, multiplica­
tive, or exponential sweat rate equations for external heating of 
the body, although each equation is sensitive to the coefficients 
used (e.g., equations (5) and (6)). 

5 E f f e c t s of E x e r c i s e 
Using the temperatures of Table 1 as the set point values, a se­

ries of numerical tests were made for different levels of metabo­
lism, using several sweat rate equations. Both transient and steady 
state temperatures were obtained. Table 3 lists some temperatures 
for the four sweat equations used. 

Figs. 3 and 4 illustrate the variation of temperature and total 
heat loss during exercise. As would be expected, the core tempera­
tures increase with time and metabolic activity. Except for the 
highest metabolic rate, the skin temperature experiences a pro­
gressive decrease with increasing activity. At 506 W/m2, the mean 
skin temperature exhibits only a slight decrease and this begins to 
increase after 25 min. At this level of activity, most of the skin sur­
face is sweating at the maximum allowable level which is insuffi­
cient to adequately cool the body. The dashed lines in Fig. 4 indi­
cate the condition of thermal equilibrium and at 90 min the tran­
sient heat loss is within 4 percent of the steady-state values. This 
is consistent with most researchers' feeling that approximately 90 

Table 2 Measured [23] and computed temperatures 90 min after a step 
change in ambient temperature from an Initial value of 28°C 

« i.- » T T T T T T, T T 
Ambient - - « „ * Temperature 

37"C 
40°C 

45°C 

Houdas 

37.05 
37.20 

37.45 

[23] 

36.3 
36.4 

36.7 

Eq. 10 
37.10 

37.23 
37.45 

34.62 
34.95 

35.34 

Eq. 6 
37.37 
37.62 

37.95 

35.22 
35.67 

36.36 

Eq. 7 
37.21 
37.38 

37.68 

34.81 
35.09 

35.77 
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Sweat 
Equation 

Eq. 5 
6 

8b 

7 

11 

8a 

Table 3 Metabolic level of 350 k c a l / m 2 -

Tvpe 

Additive 

Additive 
Additive 

Additive 

Exponential 

Mult ip l icat ive 

Watts 

434 

547 

544 

493 

467 

475 

Head 
Core 

38.08°C 

40.81°C 

41.89°C 

39.15°C 

39.59°C 

38.63°C 

hr (407 W/m2) 

Leg 
Muscle 

38.54 

41.63 

42.78 

39.75 
40.24 

39.19 

Leg 
Fat 

30.04 

34.46 

36.52 

32.76 

33.84 

33.83 

Mean 
Skin 

28.45 

32.29 

34.11 

30.65 

31.71 

31.66 

min is necessary for thermal equilibrium after a step change in ac­
tivity or environmental conditions. The head core temperatures 
shown in Pig. 3 indicate that a level of 407 W/m2 is the maximum 
steady output realizable in man. At this level the equilibrium tem­
perature of 39.5°C is almost equal to that at which hyperthermia 
and a deterioration of central nervous system begins. According to 
Brown [9], a level of 407 W/m2 is the maximum for a person in 
good physical condition. At a metabolic state of 506 W/m2 danger­
ously high head core temperatures result after 30 min. Saltin [46] 
observed peak muscle temperatures of 40°C at exhaustion, which 
according to Pig. 3 would occur near 20 min at 506 W/m2 but not 
until 60 min at 407 W/m2. 

6 Nonionizing Microwave Absorption in the Body 
The basic microwave problem was taken to be the absorption of 

a plane nonionizing electromagnetic wave which deposited either 
10 W in the head or 100 W in the body. This corresponds to R. F. 
power density levels of 120 MW/cm2 at 100 MHz or 590 MW/cm2 

at 20 MHz as shown by the electromagnetic solution [20] for the 
body, or 1000 MW/cm2 at 100 MHz for the head. Johnson and Guy 
[24] give an excellent review of the basic electromagnetic wave ef­
fects in biological materials and Barrett and Myers [3] present an 
inversion of the deposition problem in which electromagnetic 
emission is used to measure tissue temperatures.3 It is possible 
that their method might be used in conjunction with the deposi­
tion experiments to validate the use of numerical predictive meth­
ods. Fig. 5 shows the results using the additive sweat equation 
when the power is deposited entirely in one type of tissue. The 
simulation permitted increased blood flow to the skin because of 
skin temperature changes, but the blood flow to the other tissues, 
the metabolism, and the respiration were fixed at the basal values. 

1 r - i J i i 

_-435hcol/hr/m2 

s^ (506 Watts/m2| 

j / \ N eq (8 , ) 

/ / / n— e q ' " ' 

i i i i I I 

NOTE 

1 

1 1 

_____350kcal/hr/m2 

(407WflltVmal 
Dashed Lines Denote 
Thermal Equilibrium 

-
"?00k«l l /hr /m 2 

^aWalts/m2! 

llieWatis/m2) 

1 1 
10 20 30 40 50 60 70 80 90 

T I M E ( m i n ) 

Fig. 4 Effect of exercise on net heat loss from the body 

When the power is deposited into the brain (the head core tissue), 
there is a small rise in core temperature since it is well protected 
by the perfusing blood, but a significant fall in the surrounding tis­
sue temperatures because of the sweating caused by the hypotha­
lamic temperature rise. When the energy is deposited in the other 
tissues, the lack of a rise in the hypothalamic temperatures, again 
caused by the high rate of perfusing blood, inhibits sweating, with 
the result that the other tissue temperatures must rise considera­
bly to transfer the heat. 

After obtaining a basic feeling for the effects of energy deposited 
selectively within the body, it is necessary to estimate the precise 
nature of the electromagnetic deposition. 

In order to quantify the power deposition from an electromag­
netic field and the internal distribution as a function of frequency 
and tissue layers, and in the absence of a solution applicable to the 
human shape, two spherical models were chosen to model man: a 
homogeneous mass of muscle tissue, multilayered sphere whose 
core of muscle tissue is surrounded by two concentric layers of fat 
(or low loss dielectric), and skin. 

For a plane wave linearly polarized in the x -direction and propa­
gating along the positive z-direction, the exact Mie formulation 
adapted for the multilayered situation was used for calculating the 
absorbed power densities and their spatial distributions. The com­
plex dielectric constants e = ei + iti appropriate for biologic 

3 Reference [1] presents a current review of the different safety standards 
associated with nonionizing microwave radiation. 

30 40 50 60 
TIME (min) 

Fig. 3 Effect of exercise on tissue temperatures 
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F I E L D EQUATIONS 

Fig. 5 Effect of the deposition of 10 W in the head tissues 
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tissues are given in reference [24] for the frequencies considered. 
For spherical 70 kg man, the sphere radius of the body is ap­

proximately 0.25 m and of the brain is 0.07 m and in the range of 
frequencies considered the Bessel series solution can be simplified 
to, 

E = E0e~ 
r 3 „ .kR I 
I — x + i — I c 
IN2 2 \ 

Quasi-static 
Electric 
Term 

> — cos u sm ( *)] (16) 

Quasi-static 
Magnetic 
Term 

This simplified solution is within 10 percent of the exact solution 
for frequencies less than 20 MHz for the body and 100 MHz for the 
head. 

The time average power density inside a homogeneous sphere 
due to this electric field can be expressed as, 

3e2kR cos 8 
WL .\*B*[ 

« 2 + 6 2 2 612 + *12 

/kR\2 I 
+
 (T) (C 

s2 d> + cos2 t »)] (17) 

which indicates that the power absorption will be greatest at the 
leading edge of the sphere, and along the x and z axis, the ab­
sorbed power is proportional to x2 and z2 since for the body fez/2, 
kx/2 » 3/|iV2|. Numerical computations indicate that skin and fat 
have very little effect on the absorption pattern in the muscle. 

The effect of tissue membranes has been investigated by placing 
a thin shell (10~6 m thick) of low dielectric and loss tangent mate­
rial at various positions inside the sphere. Aside from the local ab­
sorption minima, the dielectric produces no change in the maxi­
mum absorbed power, average absorbed power, nor in the spatial 
distribution of absorbed power. This is not surprising, since the 
electromagnetic field in the spherical model of man is predomi­
nantly circular and does not cut across the dielectric membrane in 
this model. 

For frequencies below 100 MHz and 20 MHz the absorption in 
the head and body, respectively, behave as the square of the fre­
quency, and in general the head absorption is an order of magni­
tude smaller than the corresponding absorption for the whole body 
model. The distributions of the absorbed power density inside the 
brain is similar to that of the whole body. The only difference is 
that in this case the ratio of the absorption by the leading surface 
is much higher than that at the trailing surface. This results from 
the change in relative magnitude and phase between the electric 
fields induced in the sphere by the incident electric and magnetic 
fields. 

Based on these observations, it is safe to assume that the maxi­
mum human exposure to E.M. field can be estimated from the 
whole body model and there is no selective absorption by the head 
itself. When the total energy deposited in the head is distributed 
according to the electromagnetic field equation (17), the resulting 
temperatures are closer to the case of brain (core) deposition, than 
to any of the other cases or to any weighted mean temperature of 
the four individual cases. This points out the need for treating 
each deposition problem individually. The high hypothalamic tem­
peratures associated with either the core or the distributed deposi­
tions result in considerable sweating and a depression of all but the 
core body temperatures as indicated in Fig. 5. The 10 W input to 
the head, about 2 W/kg, corresponds to 133 W deposition to the 
rest of the body. However, an input of only 100 W to the body core 
or muscle creates a very elevated brain temperature rise, far in ex­
cess of that caused by the 10 W to the head. Furthermore, differ­
ent from the head core deposition, it was found that deposition in 
the body core causes almost equal temperature rises in both the 
body and the head core. No electromagnetic field solutions are 
available for deposition in the head-body configuration, but since 
the deposition distribution in the head, according to the electro­
magnetic field equations, was not significantly different from a 

O => i x: 
o 5 u. in 

W 1 I 

DEPOSITION OF IOO WATTS 
TO THE BODY TISSUES 

DISTRIBUTED ACCORDING TO 
THE TISSUE MASS AND 
USING eg (5 ) FOR THE 
SWEAT RATE, AND 4 9 
TISSUE ELEMENTS TO 

MODEL THE HEAD 

"$g=~ 

MEAN HEAD MEAN BODY 
TEMPERATURE RISE TEMPERATURE RISE 

Fig. 6 Effect of the deposition of 100 W in the body tissues 

distribution according to the tissue mass, the case of 100 W depos­
ited in the body was examined using the tissue mass distribution. 
Fig. 6 illustrates the mean head and body temperature rises. Al­
though the deposition per tissue mass is approximately the same 
for head or body deposition, the results are significantly different 
because the head deposition is mitigated by the cooling of perfus­
ing blood in the body with its large sweating surface while the body 
deposition has only the small unheated head surface for cooling. 
Both of these effects are associated with the nonlinear sweat inter­
action with various body temperatures. 

For an incident plane wave, propagating in the z-direction with 
an electric field polarized in the x -direction, the electromagnetic 
field equations (17) show a strong spatial variation with a majority 
of the deposition occurring in the muscle. To account for this 
strong spatial variation (maximum/average deposition = 3) the 
head was modeled by 49 tissue elements rather than the 4 pre­
viously used and the resulting temperatures were weighted to give 
the mean tissue values. From Fig. 5, the simple 4 element model is 
seen to compare very well with 49 element head, suggesting that 
the effect of the high blood perfusion rate in the head ameliorates 
the strong variation of energy deposition. 

It was previously noted that the body thermal responses to exer­
cise and to a change in ambient temperature were slightly in­
fluenced by the form of the sweat equation used (see Fig. 3 and 
Table 3) but there was no overriding preference for any special 
sweat model. Fig. 7 illustrates the effect of using Nadel's sweat 
model (equation (10)) for electromagnetic deposition in the head 
and it is readily apparent that the use of the two sweat models is 
not at all comparable and the difference points up the need for 
more exactly defined sweat models. 

The deposition of 100 W to the body is approximately equiva­
lent to extra energy of exercise associated with the total metabolic 
rate of 116 W/m2, although in the latter case the additional heat is 
almost totally confined to the muscle; the temperatures listed in 
Table 4 were found. 

Although there are some differences, the general agreement is 
good. The basic difference between the two calculations is that in 
exercise the total blood flow increases in proportion to the rate of 
exercise and thus the hypothalamus is aware of the increased mus­
cle temperature and initiates sweating whereas the blood flow dur­
ing deposition is assumed to vary only in the skin tissue. 

It is speculated that for long time irradiation, the effect of the 
elevated tissue temperature on the blood flow is comparable to 
that produced by increased metabolic rates. Using this assump-
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Table 4 
100 Watts Exercise 

Head Core 

Sldn 

Body Muscle 

Skin 

4T=.15°C 

-.1 

1.5 

«J0 

.36 

-1.1 

.85 

-.39 

t ion, i t would be possible t o e s t ima te a revised blood flow d i s t r ibu ­

t ion in t h e muscle , b u t because of t h e lack of a t i ssue t e m p e r a t u r e -

perfusion re la t ionsh ip for t h e o the r t i ssues , a comple t e r ed i s t r ibu ­

t ion is no t possible. Consequen t ly , all i r rad ia t ion ca lcula t ions were 

done us ing t h e basal perfus ion since it is likely t h a t t h i s will y ie ld a 

safe e s t ima te of t h e effect of i r rad ia t ion . 

Koroxand i s , e t al. [26] indirect ly h e a t e d t h e b o d y core by im­

mers ing t h e feet a n d legs in ho t water . T h e y found a 2 .5-12 fold in­

crease in skin blood flow, a 60 p e r c e n t increase in ca rd iac o u t p u t 

accompan ied by a 70 p e r c e n t increase in h e a r t r a t e a n d a 2°C in­

crease in core t e m p e r a t u r e . 

Gro l lman [19] found a 58 p e r c e n t increase in card iac o u t p u t as­

socia ted wi th a pyrogen induced fever. Since fever is a n u p w a r d re ­

se t t ing of t h e set po in t t e m p e r a t u r e s , an increase in h e a t s to rage 

occurs in all t h e t i ssues [8]. T h i s is no t unl ike t h e E . M . depos i t ion , 

b u t again i t is n o t comple te ly analogous because of t h e dif ferent 

se t po in t s of t h e t h e r m o r e g u l a t o r y sys tem in t h e two cases a n d be ­

cause of t h e differing cardiac d i s t r ibu t ion . 

T h e t e m p e r a t u r e r ises associa ted wi th these dif ferent E . M . de ­

pos i t ions m a y be t e r m e d "phys io log ic" in t h a t t e m p e r a t u r e regula­

t ion in a n o r m a l subject would r e m a i n efficient a n d s tab le [29] b u t 

t h i s s tabi l i ty would u n d o u b t e d l y resu l t in some physiological 

s t ress . T h e grea tes t b u r d e n would be on t h e c i rcula t ion by increas­

ing t h e skin blood flow. T h i s increase will be accompan ied by in­

creased h e a r t r a te , ca rd iac o u t p u t , a n d divers ion of t h e blood from 

t h e sp lanchn ic areas , [19, 26, 27, 39, 40, 41 , 43]. Unfo r tuna te ly , 

t h e r e are no expe r imen ta l d a t a on c i rcula tory changes in m a n 

undergo ing body hea t ing from in t e rna l sources to s u b s t a n t i a t e 

t he se pred ic t ions . 

Conclusions 
T h e numer ica l s imula t ion of t h e h u m a n b o d y t o t h e r m a l re­

sponse to exercise or to changes in a m b i e n t condi t ions was com­

p u t e d using different sweat r a t e mode l s a n d all were found t o be 

sat isfactory. However , when these different mode l s were app l i ed t o 

t h e case of depos i t ed e lec t romagne t ic energy, very different t he r ­

ma l resu l t s were ob ta ined . T h e s e d i s p a r a t e resu l t s emphas i ze t h e 

need for more accura te sweat r a t e models if numer ica l s imula t ions 

of h u m a n s are t o be m a d e . 
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An Eiperimental Inwestigation of 
Burn Injury in Liwing Tissue 
The effects of thermal insult on living tissue have been studied by direct microscopic ob­
servation of the circulatory system's response to a controlled trauma regimen. An experi­
mental apparatus has been developed which utilizes a unique high and low temperature 
stage in conjunction with a precision thermal control system to examine the injury pro­
cess in the microcirculation of the golden hamster cheek pouch. Unique features of this 
experimental apparatus are: (1) continuous monitoring of the injury processes at the 
cellular level, (2) capability for quantitative assay of thermal injury, (3) precise control 
over the thermal parameters that govern injury, (4) versatility in isolating the effects of 
these individual parameters. The important thermal parameters monitored using this 
experimental procedure are the time rates of change of temperature during burning and 
cooling, the maximum temperature reached, and the length of time the tissue was held 
at this temperature. With this type of experimental apparatus any portion of the burn 
protocol, such as the maximum temperature reached during burning, may be varied 
while holding all other parameters constant. 

It is well documented that the microvascular bed is a primary site for manifestation of 
burn wound injury. Burn injury occurs as a consequence of rate dependent physiochemi-
cal processes, and, therefore, develops over a finite period of time subsequent to trauma. 
The experimental technique is designed to determine the gross response of the microvas­
cular system to burn trauma. 

Initial investigations on burn injury have demonstrated a direct dependency of the 
extent of damage upon both the maximum temperature attained and the duration of ex­
posure. The minimum temperature required to produce stasis within 20 s after comple­
tion of the burn in 95 ± 5 percent of the microcirculation decreased exponentially with 
burn duration between the extremes of 85"C for 1 s exposure and 60°C for 100 s expo­
sure. 

Introduction 

The initial microvascular response to burn injury is character­
ized by complex changes in blood flow, in the coagulation process, 
and in the permeability of the endothelial barriers. Increased vas­
cular permeability is one of the most important features of this re­
sponse, since it results in substantial losses of fluid and electrolyte 
which lead to widespread pathophysiological changes. The physio­
logical response of the microcirculation to elevated temperatures 
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comprises a singularly significant element of the total burn injury 
which must be completely understood as a basis for rational, opti­
mal therapeutic techniques for the early treatment of burn injury. 

The experimental approach employed in this study utilizes a 
unique technique to directly observe and visually record the mi­
crocirculation before, during, and after the thermal injury. It also 
enables the manipulation of the temperature and duration of the 
burn which allows direct control of the important thermal parame­
ters in the injury process. The use of high resolution microscopy in 
the study of the vascular dynamics of the microcirculation during 
the burn sequence gives an added dimension in the collection of 
pertinent data. 

The response of the microcirculation to thermal injury may be 
characterized by a slight increase in permeability of the endotheli­
um up to complete stasis and necrosis of tissue in the burned area. 
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The amount of damage inflicted on the circulation at different 
temperature levels with varying exposure times was evaluated by 
direct visual assessment on a Zeiss Universal microscope. This in­
formation may help to provide a rational basis for the development 
of optimal therapeutic techniques for the treatment of burns. 

Background 
It has been established by past investigators that burns cause a 

direct impairment of microcirculatory perfusion and that viability 
of the affected tissue is dependent upon the patency of the micro­
vascular blood vessels [1-12].J In general, the extent to which the 
circulation is altered is a direct function of the severity of the trau­
ma. 

In a first-degree burn vasodilatation is the only major change 
that occurs, resulting in the familiar increased color of the tissue. A 
second-degree burn is characterized by capillary damage resulting 
in tissue edema and bleb formation. Increased vascular permeabil­
ity can occur by the opening of gaps in the endothelium [10,13,14] 
or, in more severe cases, by direct damage to the endothelial cells. 
The cells may become swollen, with many large vacuoles present or 
with a loss of internal structure, and project into the lumen par­
tially occluding the vessel. Animal studies have shown an increased 
permeability of the microcirculation in the burned area to mole­
cules of molecular weight up to 125,000 [15]. Destruction of the 
capillary wall as a semipermeable membrane allows an overall 
fluid loss and drop in plasma volume. The decreased plasma vol­
ume is a factor of prime importance in the causation of shock in 
untreated burned patients. This phenomenon (molecular sieving) 
results in the sequestering of plasma proteins in the extravascular 
extracellular spaces [16, 17] where they act to osmotically perpet­
uate the conditions of edema [18]. Concentrations of water and al­
bumin in the affected area reach a peak within 30 min [19, 20, 21] 
indicating the rapid development of edema following a thermal in­
jury. This vascular response to trauma appears to be a result of 
both direct thermal injury and of chemical mediators [22-25]. 

Trauma of even greater severity produces a state of complete ar­
rest of the circulation and eventual necrosis of the tissue. In severe 
burns which functionally alter the circulation deep into the tissue, 
a large volume of extravascular fluid may collect beneath the 
wound before visible swelling occurs at the surface. Thus the ex­
tensive fluid loss associated with third degree burns occurs as a 
consequence of injury to tissue beneath and surrounding the area 
of full thickness skin destruction. 

Changes in blood rheology and coagulation factors are consis­
tently noted during the postburn period [26]. Blood viscosity rises 
significantly and remains elevated for several days [27]. Platelet 
adhesiveness is increased in the immediate postburn period and 
helps to contribute to an abnormal platelet count which remains 
elevated for three weeks [28]. A marked increase in platelet aggre­
gation occurs immediately in the injured area [29]. Upon micro­
scopic observation these aggregates can be clearly seen adhering to 
vessel walls, breaking off and flowing with the blood stream and 
re-adhering further downstream. In some cases the aggregates par­
tially or totally occlude the vessels. This phenomenon explains the 
slight depression of platelets, fibrinogen, and factor V which is ob­
served during the first hour after the burn. Thrombocytopenia, 
which is observed up to approximately 24 hr after injury, is a result 
of platelet aggregation, burn wound sequestration and decreased 
platelet survival. During the following days there is a sustained 
thrombocytosis resulting from both a synchronous response in 
bone marrow megakaryocyte production and return of platelet sur­
vival to normal. There is also a parallel increase in the plasma fi­
brinogen and factor V levels [30-32]. 

The production of thermal burns is dependent upon both the el­
evation of tissue temperature and the duration of exposure to ther-
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Fig. 1 Moritz and Henriques [33] data for second-degree burn 

mal stress. Moritz and Henriques [33] first demonstrated the clas­
sical inverse interaction between the temperature and time requi­
site to produce a graded degree of thermal injury (Fig. 1). Subse­
quent investigations have corroborated the existence of this phe­
nomenon in other living systems [34, 35]. Thereby, the extent of 
injury can be predicted as a function of the thermal history of the 
tissue during trauma. 

The objective of the present study is to establish a technique for 
effecting controlled burn injury via the utilization of a unique ex­
perimental apparatus so as to correlate quantitatively the physical 
parameters of injury. Subsequent application of this apparatus will 
be to quantify the effectiveness of various therapeutic regimens. 

Description of Apparatus 
The experimental investigations are performed on a Zeiss Uni­

versal microscope that incorporates a unique, controlled tempera­
ture stage capable of burning or freezing living tissue. A hamster 
cheek pouch is placed in contact with the temperature stage allow­
ing a preprogrammed thermal history to be imposed on the tissue 
(see Fig. 2). The microcirculation may be directly observed 
through the microscope during the experiment. 

The stage consists of two parts as depicted in Figs. 3 and 4. The 
conductive heating and cooling unit consists of a brass cylinder 
with outer and inner diameters of 12 and 6 mm, respectively, and a 
height of 7 mm. The cylinder is divided in two vertically with the 
two halves of the cylinder electrically insulated from each other by 
a thin sheet of micarta. The inner chamber is sealed by two 0.33-
mm thick sheets of glass, cemented with an epoxy adhesive onto 
the flat surfaces, with the only access being a 3.175-mm hole 
drilled transversely through the brass cylinder perpendicular to 
the micarta sheet and fitted with two lengths of stainless steel tub­
ing. This configuration allows refrigeration fluid to flow into and 
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Fig. 2 Schematic of microscope and temperature control system 
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out of the internal chamber to provide a cooling effect on the tis­
sue. The brass cylinder and stainless steel tubes are fitted as a unit 
into the back of a machined phenolic sheet of dimensions 6.35 X 
152.4 X 177.8 mm, Fig. 4, which has a cork insert surrounding the 
chamber to allow easy mounting of the hamster cheek pouch. The 
temperature stage and hamster are then positioned under the mi­
croscope. The microscope is equipped with an optical micrometer 
eyepiece to measure specimen dimensions. Still and cine cameras 
and a closed-circuit video taping system are used to record experi­
mental data. 

Heat is supplied to the specimen by an electrical resistance 
heater located on the underneath side of the top glass sheet on the 
brass conductive heating and cooling unit. A solution of stannic 
chloride pentadihydrate, antimony trichloride, and acetone is 
sprayed onto the glass sheet at a temperature of 1100°F (593°C). 
This procedure deposits a transparent, electrically conductive tin 
oxide film on the glass which has a resistance of approximately 250 
ohms/cm2. Two small areas of silver epoxy, which are surrounded 
by nonconductive epoxy, are then used to make electrical connec­
tions between the tin oxide,coating and the brass cylinder. Copper 
leads connect the opposing halves of the cylinder to the power out­
put of the temperature control system. 

The refrigeration effect is achieved by a steady flow of chilled 
nitrogen gas through the chamber. A copper tube heat exchanger, 
filled with liquid nitrogen, has pressurized gas forced through it at 
a constant flow rate selected according to the cooling capability re­
quired to produce a given experimental protocol. 

A programable control unit [36], Pig. 5, regulates the tissue tem­
perature and its time rate of change. The control unit is of the ana­
logue feedback type in which an integrator input voltage source, a 
constant voltage source, an offset voltage source, a command logic 
signal generator, and an integrator are used to generate a voltage-
time profile representative of the desired linear temperature-time 
profile of the specimen. There is an offset voltage in the voltage-
time profile to compensate for the constant refrigeration effect, the 
voltage being equal to that needed to hold the specimen at initial 
temperature with the refrigerant flowing. This offset voltage is au­
tomatically determined and produced in the integrator at the out­
set of the operation by increasing the integrator output voltage in 
relation to the refrigeration capacity being stored in the system. 
The voltage-time profile is compared continuously in a differential 
amplifier with the amplified and linearized thermocouple output, 
which is the electrical analog of the specimen temperature. If the 
temperature of the specimen is lower than prescribed, the addi­
tional positive signal proportional to the temperature difference is 
fed into the power amplifier, which in turn increases the current to 
the electric heater which is in thermal communication with the 
specimen. The resultant effect is that the desired specimen tem­
perature is established. In the reverse case a lower current in the 
heater allows the refrigerent to cool the specimen to the desired 
temperature. Under these conditions the thermal history of the 
system is set by balancing the steady-state cooling effect with the 
variable heating effect. 

This type of feedback system provides precise control over the 
tissue temperature in the range between —170 and +200°C with 
thermal transients between ±1 and ±1000°C/min. The accuracy 

Fig. 4 Phenolic stage for holding the hamster 

obtained in controlling the thermal history of the tissue provides a 
unique opportunity to observe the response of the microcirculation 
under many varied stimuli. Its primary distinguishing features are: 
(1) versatility in exploring a broad spectrum of thermodnamic 
states and processes, (2) highly precise measurement and control 
over the specimen temperature and time rate of change, and (3) 
capability for isolating independently some of the individual 
events which occur during thermal stress. 

The temperature of the tissue is measured by a copper-nickel 
microthermocouple [37] placed onto the tissue by a micromanipu­
lator attached directly to the stage (Pig. 6). The thermocouple sub­
strate is prepared by heating a fused quartz rod 1 mm in diameter 
and allowing it to extend approximately 0.5 cm. This causes neck­
ing down of a small area of the rod which is then reheated to the 
melting point and pulled apart quickly. A probe is obtained that 
tapers abruptly from 1 mm to 20-50 microns in diameter. The 
probe is then placed in a chamber in which the pressure has been 
reduced to 2 X 10 - 5 torr. A current is supplied to the nickel source 
metal until vaporization begins and is continued until the desired 
film thickness (approximately 2000 A) on the probe is reached. A 
lead wire of the same source material is attached to the metal film 
with conductive epoxy. The tip of the probe is then masked and 
the substrate is coated with a layer of an insulating material called 
parylene. Subsequently the mask is removed and the vapor deposi­
tion procedure is repeated for copper so that the two metallic films 
are joined only at the probe tip. A final coat of parylene is applied 
and the lead wires are sealed with a nonconducting epoxy to yield a 
microthermocouple with a Seeback coefficient of 22.5 MV/C. The 
small volume of the metal films (= 0.14 percent of the mass of a 20 
micron probe with 0.2 micron films of copper and nickel) with re­
spect to the volume of the quartz substrate provide a sensor with 
the approximate thermal characteristics of quartz alone. 

Experimental Procedure 
The hamsters are anesthetized with 3 percent sodium pentobar­

bital (1 part of 6 percent solution diluted with 1 part 0.9 percent 
NaCl) given intraperitoneally at a dose of 30 mg/kg and supple­
mented as needed. The cheek pouch, which extends down to ap­
proximately the shoulder, is withdrawn from the animal's mouth 
and the distal portion, which is semitransparent, is pinned down 
over the cooling chamber on the stage. The top portion of the 
pouch is cut and pinned back to reveal the inner surface of the 
pouch. Care is taken to not sever or occlude the major supply arte­
ries and to insure that neither the skeletal muscle fibers surround­
ing the proximal portions of the pouch or the thin retractor mus­
cle, which runs longitudinally from the distal portion to the tho­
racic vertebrae, is included in the preparation area. This three-
layered area is composed of dense fibrous connective tissue, a layer 
of stratified squamous epithelium, and a layer of loose areolar con­
nective tissue. The loose areolar connective tissue is then cut away 
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Fig. 5 Block diagram 01 control unit 

under a low power dissecting microscope. This procedure results in 
an extremely clear, highly vascularized field of view which has all 
classes of microcirculatory vessels represented [38]. The prepared 
hamster is placed under the microscope and the microthermocou­
pie is positioned onto the tissue by the micromanipulator. 

The tissue preparation is quite subject to environmental drying. 
To counteract this effect, the tissue is moistened frequently with 
normal saline at physiological temperature. This enables control 
specimens to be obtained for which observation up to 2 hr indi­
cates no visible dilaterous manifestations occur in the circulatory 
system. 

A thermal protocol is then initiated, such as: (1) the tissue is 
held at physiological temperature to establish control characteris­
tics of the microcirculation, (2) a constant warming rate is started 
(e.g., 200°C/min) and is maintained until the desired temperature 
is reached (e.g., 65°C), (3) the temperature is held constant for a 
specific length of time (e.g., 15 s), (4) a constant cooling rate is 
started (e.g., -5°C/min) until the physiological temperature is 
reached. Thrombotic interference to microcirculatory flow, record­
ed by use of video tape equipment, is the primary response of the 
microcirculation to thermal stress. The vessel caliber change and 
clotting time are two of the major factors contributing to the de­
velopment of stasis. 

Vessel caliber changes are measured directly on the microscope 
by a calibrated reticule inserted into the optical system. The vessel 
diameters can also be measured from the television monitor during 
video tape playback. 

The development of stasis is also used to quantify injury. These 
measurements consist of evaluating the portions of the microcircu­
lation which are static as a function of time following injury. Of ne­
cessity the tissue has to be observed for a prolonged postburn peri­
od to properly assess the final extent of circulatory stasis. 

This type of experimental approach to burn studies is unique in 
that it allows accurate control of the most important independent 
variables in burn injury: (1) the rate of temperature change of the 
tissue during warming, (2) the maximum burning temperature, (3) 
duration of exposure to the maximum temperature, and (4) the 
rate of temperature change during cooling to physiological temper­
attire. 

The qualitative effects of thermal injury have been defined by 
past investigators but the specific quantitative correlation between 
the thermal parameters and the sequence of ~vents in the micro­
circulation after thermal injury has yet to be adequately deter­
mined . The nature of injury to the capillary network is a basic phe­
nomenon that must be characterized and controlled before a com­
pletelyeffective series of treatments for burn injury can be devel­
oped . 

Results 
The initial experiments utilizing this instrument have confirmed 
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Fig. 6 Prepared hamster cheek pouch with thermocouple In place 

the dependency of burn wound severity on temperature and time 
of exposure. A series of 36 experiments were run to determine the 
minimum temperature required to produce complete stasis in the 
microvascular circulation of a hamster cheek pouch within 20 s 
after the burn. The conditions requisite for this severity of burn 
are shown in Fig. 7 in comparison with the criteria of Moritz and 
Henriques for milder first- and second-degree burns. Each data 
point represents a sequence of iterative experiments designed to 
establish a temperature at which the circulatory system would re­
peatedly develop permanent stasis within 20 s after the burn. The 
tissue was then kept moist at the physiological temperature and 
continuously observed for 2-hr postburn with no sign of the circu­
lation recovering from the burn injury. The small amount of circu­
lation visible on the periphery of the burn area exhibited minimal 
effects of the elevated temperature and continued flowing 
throughout the observation period. The time required to produce 
stasis in 95 ± 5 percent of the microcirculation decreased exponen­
tially with higher burning temperatures according to the equation 

t = Exp [0.153(85°C - T)] 

where t is the duration of trauma (the time in seconds from when 
the tissue temperature first started to raise above the physiological 
temperature until the burn was stopped) and T is the maximum 
temperature (OC) the tissue reached. This empirical relation holds 
for the experimentally defined limits of 85°C and 60°C. 

The caliber of the arterioles and venules in the viewing area ex-
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hibi ted l i t t le change dur ing t h e exper imen t . T h e larger a r te r ies 

and veins (approximate ly 200ft in d i ame te r ) d id decrease in d i a m e ­

ter abou t 20M over a 2-hr per iod wi th t h e ar te r ies decreas ing sl ight­

ly more t h a n the veins. 

Summary 
Uti l izat ion of t h e t e m p e r a t u r e s tage descr ibed in th i s p a p e r h a s 

opened u p new vis tas of exper imen ta l explora t ion in t h e r m a l inju­

ry a t t h e cellular level which have heretofore been unach ievab le . 

T h e control sys tem, which uses cons t an t cooling along wi th var i ­

able heat ing, provides ex t reme accuracy in regula t ing t h e t h e r m a l 

h is tory of t h e cheek pouch . I t is now possible t o s imul t aneous ly ob­

serve and pho tog raph the physiological changes in t h e microci rcu­

lat ion as they occur in response to a b u r n injury. T h e s e ini t ia l 

s tudies have confirmed t h a t d a m a g e t o t h e vascular sys t em is de ­

p e n d e n t on the m a x i m u m t e m p e r a t u r e of t h e t i ssue a n d also on 

the du ra t ion of t h e t h e r m a l exposure . 
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Mean Diameters in Parallel-Flow 
and Counter-Flow Aerosol 
Systems 
The general concept of the mean diameter of the disperse phase of an aerosol system, 
first introduced by Mugele and Evans in 1951, has proven to be a very useful one. In this 
concept, the proper mean diameter, xp,q, is characterized by a single pair of indices, p 
and q, which are dependent on the actual type of aerosol system under consideration. 
This paper re-examines the validity of this concept of mean diameter in heat and mass 
transfer aerosol systems. The concept is found to be applicable only under a very narrow 
range of conditions. Attention is then given to a more general definition of a mean diam­
eter, applicable to aerosol heat or mass exchangers. Analyses of these devices shows that 
the more general mean diameter is a function of the capacity rate ratio, R, and effective­
ness of the heat exchanger, t. Solutions to the governing equations have permitted the 
mean diameter to be presented graphically as a function of these variables. These solu­
tions are given for two types of particle size distributions, the Rosin-Rammler and the 
log-probability, and for both parallel-flow and counter-flow heat exchangers. The solu­
tions are, however, restricted to cases where the resistance to heat or mass transfer lies 
exclusively in the continuous phase. 

Introduction 

The disperse phase of aerosol systems almost invariably consists 
of particles having a distribution of diameters or sizes. For analy­
sis, it is usually desirable, for the sake of simplicity, to treat the 
aerosol as if it were monodisperse (i.e., having particles of uniform 
size) with a particle diameter which is some mean diameter of the 
actual aerosol. It is generally considered that this proper mean di­
ameter, x, can be simply expressed in terms of the particle size dis­
tribution and a pair of indices which depend on the "field of appli­
cation" (e.g., evaporation, adsorption, absorption, atomization 
work, etc.). Thus, Mugele and Evans [l]1 in 1951 defined the mean 
particle size, xP:q, given by: 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS and presented at the AICh'E-
ASME National Heat Transfer Conference, San Francisco, Calif., August 
10-13,1975. 

Revised manuscript received by the Heat Transfer Division February 18, 
1976. Paper No. 75-HT-36. 

J**u dn , fu 

xP — dx = I x 
xe dx Jxt 

dn 
i — dx 

dx 
(1) 

and gave an oft-quoted table from which the proper values of p 
and q can be determined depending on the field of application. For 
example, for calculations of atomization efficiency, the Sauter 
mean diameter, £3,2 is recommended. For any given particle size 
distribution the integrals in equation (1) can be evaluated and the 
proper xpq can thereby be expressed in terms of the parameters 
describing the size distribution. 

While the foregoing technique has the advantage of simplicity, 
its range of application for real systems has never been fully exam­
ined. In fact, examination of the literature shows that there are 
fields of application where this simple concept of mean diameter 
does not apply. For example, in analyzing the rates of evaporation 
of sprays, Dickinson and Marshall [2] concluded that "no single 
mean diameter can properly characterize the evaporation of a 
spray." Similarly, in analyzing counter-flow spray cooling towers, 
Hollands [3] found that mean particle sizes of the type defined by 
equation (1) are inapplicable, and the same conclusion is implicit 
to the study by Chen, et al. [4] of a cocurrent direct contact heat 
exchanger. 
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This paper first discusses in a general way the conditions under 
which a system is of the xp?Q type, i.e., has an x which satisfies 
equation (1). It then gives a general analysis of a system not of the 
xP:q type, namely a parallel-flow or counter-flow aerosol heat (or 
mass) exchanger. 

G e n e r a l Cons iderat ions 
Consider the determination of the rate of heat or mass transfer 

between the continuous and disperse phases of an aerosol at some 
local region within an aerosol. The treatment will be equally appli­
cable to heat transfer or mass transfer but we shall couch it in 
terms of heat transfer relations. The total heat transfer from all 
particles is readily shown to be: 

J"**" dn 
TTX2 — h{x) (td(x) - tc) dx (2) 

xi dx 
Defining x as the particle size of a monodisperse aerosol having the 
same number of particles and yielding the same total heat transfer, 
we obtain: 

i dn is: 
s (2) arn 

— 
xt dx 

dx 
dx h(x) (td(x) - tc) (3) 

Combining equations (2) and (3): 

• dn 
dx 

f 
<J xe 

x2h(x)(td(x)-tc)-^dx (4) 
dx 

Comparing equation (4) with equation (1), it is obvious that the 
system is of xPiq type only if it is possible to express h(x)-(td(x) — 
tc) as some power of x. Usually this is possible for the h(x) part. 
For example, if the Reynolds number of the particles is so small 
that they all transfer heat only by conduction, then Nu = 2 and 
h(x) cc x 
h(x), i.e., 
comes: 

-1. Assuming that such a procedure is permissible for 
h(x) = cx~m, where c is a constant, equation (4) be-

x2'm (td(x) - tc) CXU-^dx= C\2-m{td(x)-tc)—dx (5) 
Jxi dx Jxi dx 

If (as in some treatments of this problem [5]), it is also assumed 
that the particles have a uniform external temperature, i.e., td(x) 
is independent of x, one obtains: 

•—dx= j 
xt dx Jxt 

dn , 
c2-m dx 

dx 

(6) 

which is compatible with equation (1), so that in this case the sys­
tem is then of xPA type, with p = 0 and q = 2 — m. There are sit­
uations where this uniform external temperature assumption is 
permissible. One example is evaporation from a fine water spray 
into a massive air stream. Here, as a consequence of an energy and 
mass balance on the droplets, each droplet very quickly takes up a 
uniform temperature equal to the wet bulb temperature of the air 
stream. Another example is the case where the disperse phase is 
introduced at a uniform temperature and moves through the de­
vice in question at a rate so large in comparison to that of the con­
tinuous phase, that the particles never change appreciably in tem­
perature. 

However, in the vast majority of aerosol heat and mass transfer 
operations, (td(x) — tc) is not independent of x, nor can it be ex­
pressed simply as a power of x, and the system is not of an xPiQ 

type. In these operations, although the particles may start at uni­
form temperature, each particle size, due to its different diameter, 
transfers heat at a different rate in relation to its internal energy, 
and hence takes up a different temperature dependence on time. 
Moreover, each particle size may travel at a different velocity, so 
that at any local point in the aerosol, each particle size will have 
been exposed to the continuous phase for a different time. 

The question arises: Is it possible to define mean particle diame­
ters for operations which are not of the xPiQ type? The present 
paper addresses itself to this question. The system chosen for ex­
amination is a general counterflow or parallel flow heat transfer (or 

- N o m e n c l a t u r e . 

A(x, z) = function defined in equation (13), 

Az(z) = function defined by equation (17), 

c = specific heat at constant pressure, 
[J/kgK] 

C = flow stream capacity rate, = cM, 
[W/K] 

fv(x) = f„(x)ax is the fraction of the total 
volume of dispersed phase introduced at 
z = 0 having diameter between x and x 
+ ax see equation (14), [m_1] 

F(0=Mxci)xc 

g = acceleration due to gravity, [m/s2] 
h{x), (h(x, z)) = convective heat transfer 

coefficient between continuous phase 
and particles of diameter x (at height z) 

j = an index which is equal to 1 for parallel 
flow and 2 for counterflow 

k = thermal conductivity of continuous 
phase, [W/mK] 

L = length of exchanger, [m] 
M = mass flow, [kg/s] 
n = number of particles having diameter 

between xg and x, dimensionless; also ex­
ponent in equation (19) 

q = local heat transfer between phases, 
[W/m3] 

R = capacity rate ratio of exchanger, = 
CdMd 

ccMc 

t = temperature, [K] 

T = dimensionless temperature. 
td — tdo 

tcO ~ tdO 

V(x, z) = absolute velocity of particles hav­
ing diameter x, at location z [m/s] 

x = particle diameter, [m] 

x = equivalent mean particle diameter, [m] 

xc = some characteristic particle diameter, 
[m] (see equation (23)) 

y = defined by equation (18), [m'1] 

z = axial distance coordinate, [m] 

h = characteristic parameter describing size 
distribution of dispersed phase, see 
equation (23) 

c = heat exchanger effectiveness 

j ; = dimensionless axial coordinate, y/xc
n 

£ = dimensionless particle diameter, x/xc 

| = equivalent mean particle diameter, see 
equation (22) 

p = density, [kg/m] 
0 = dimensionless temperature: 0(f, i;) = 

T(x,z) 
0 = bulk mean temperature of the dis­

persed phase, see equation (21), dimen­
sionless 

li = viscosity of continuous phase, [Ns/M2] 

Subscripts 

c = of continuous phase (except for xc, 
where it indicates characteristic diame­
ter) 

d = of dispersed phase 
( = lower limit of diameter of particles 
0 = at z = 0 (except for Bo, where it repre­

sents the equivalent monodisperse 
phase) 

p, q = indices used to identify the type of 
mean diameter, see equation (1) 

u = upper limit on diameter of particles 
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mass transfer) process of a disperse phase of some known particle 
size distribution, with a continuous phase. The solution presented 
accounts for the dependence of (td(x) — tc) on x. 

System Model Analysis 
Model. The system examined consists of a disperse phase of 

some known size distribution moving unidirectionally in a duct, in 
counterflow or parallel flow with a continuous phase, which also 
moves unidirectionally along the axis of the duct. The continuous 
phase is assumed to have a uniform velocity and temperature dis­
tribution across the duct and the disperse phase is uniformly dis­
tributed across any cross section of the duct, so that the flow is 
completely one-dimensional. The direction of gravity is immaterial 
to the present treatment. Agglomeration or disintegration of the 
disperse phase are assumed not to occur, and if mass transfer is 
taking place, it is assumed not to appreciably affect the diameters 
of the particles when they move through the device. Hence, the di­
ameter of the particles is assumed to be conserved in the down­
stream direction. Radiation exchange is assumed to be negligible. 
Each particle is assumed to be uniform in temperature (or concen­
tration) within itself, i.e., the resistance to heat (or mass) transfer 
inside the particle is assumed to be negligible compared to that in 
the continuous phase. This assumption may be lifted in later treat­
ments but is made in the present treatment for the sake of simplic­
ity. 

The disperse phase is assumed to be admitted into the duct with 
a uniform temperature (or concentration) different from that at 
which the continuous phase is admitted. Either heat or mass trans­
fer is assumed to be occurring but not both simultaneously unless 
Merkel's approximation is known to apply in which case, tempera­
ture may be interpreted as enthalpy [3]. The formulation will be 
couched in terms of heat transfer. The particles are assumed to be 
spherical; however, extension to nonspherical particles can be 
readily incorporated by means of a shape parameter. 

Analysis. Let the mass flux in the downstream direction of 
particles having diameter between x and x + ax be dMd = dMd/ 
dx-ax. Since the particles do not change in diameter as they pro­
ceed downstream, dMdldx is invariant with z. Consider an elemen­
tal volume of thickness ax and unit cross-sectional area normal to 
the flow in the system described previously. The number of parti­
cles contained in this volume and having diameter from x to x + ax 
is readily shown to be: 

dMd/dx 
(7) 

IT pdX3V(x, z) 

The heat transfer from these particles to the continuous phase is: 

a2q = h(x,z) (td(x,z) - tc)wx2 a2n (8) 

An energy balance written on these particles and the elemental 
volume gives: 

dMd atd(x, z) _ a2q 

dx az sxaz 

An energy balance written on the continuous phase yields: 

, , dtc(z) , , . , , f*« a2o 
ccMc—~= (-1V+1 —2-a* 

dz Jxt axaz 

(9) 

(10) 

where j = 1 if the phases are in parallel flow and j = 2 if the phases 
are in counterflow. 

Combining equations (7)-(10) so as to eliminate a2q and a2a 
yields: 

atdix, z) 
-A(x,z) (td(x,z) - tc(z)) 

and 

where 

atc(z) 
= (-DJR u (*) atdix, z) 

(11) 

(12) 

A(x, z) •• 
h(x, z) 

CdpdxVix, z) 

and 

. . . I dMd 

Md dx 

(13) 

(14) 

is the mass (or volume) size distribution of the dispersed phase. 
Equations (11) and (12) satisfy the boundary conditions: td(x, 0) = 
tdv and tc(0) = tc0. 

Equation (12) can be integrated directly to yield: 

tc(z) = tc )+(-l)'R C" fu(x) \td(x, z) - td0\ax (15) 

and substituting this expression into (11) yields an integro-differ-
ential equation for the disperse phase temperature (dedimensiona-
lized): 

aT T 
~ = A(x,z)\ 
az L 

1 - T + (-l)'R j " " fu{x)Tax j (16) 

where T = T(x, z) obeys the boundary condition T(x, 0) = 0. 
Hydrodynamic Decoupling. Until now the evaluation of h(x, 

z) and V(x, z) has been left unspecified. Clearly V(x, z) depends 
on the hydrodynamics of the two-phase flow, including the mo­
mentum transfer between the two phases in the duct and the ve­
locity distribution at the start of the duct, V(x, 0). Since h(x, z) 
depends on V(x, z) the same applies to it. Therefore, as the prob­
lem stands, the proper mean particle size will depend on the hy­
drodynamics of the situation, as well as thermal considerations, 
thereby making it difficult to evaluate in any general way. How­
ever, the prime concern of the present paper is the difficulties as­
sociated with the dependence of the driving force temperature dif­
ference, (the square bracket part of (16)) on x. The dependence of 
A(x, z) on x is of secondary difficulty and can largely be overcome 
by assuming the more usual approach of taking the dependence as 
being given by a power law; i.e., assuming: 

A(x,z) = Az(z)/x" 

In this instance, letting 

-J"." Az(z)dz 

t h e in tegro-dif ferent ia l e q u a t i o n (16) becomes: 

a_T 

ay 
=— \ 1 - T + (-l)'R CXuTfu(x)ax\ 

i " L Jxi J 

(17) 

(18) 

(19) 

and the total hydrodynamic information is carried in the single 
quantity, n. A method for evaluating n will be given later. 

On introducing dimensionless variables £, n, FU;)> a n d 0(£, i}) (de­
fined in the Nomenclature) for x, y, f(x), and T(x, z) respectively, 
equation (19) becomes: 

Yn[i-e + (-iVR£eF(t)az] (20) 
a_6__ 

an~> 

to be solved with boundary conditions: 0(£, 0) = 0. 
Definition of Mean Diameter. The mean diameter for the 

system may be defined as that diameter of a monodisperse system 
which would yield the same outlet temperature of the disperse 
phase as the bulk mean temperature of the actual disperse phase, 
all other variables being the same. An expression for the mean di­
ameter, denoted by x or \ = x/xc, is readily arrived at. Letting do 
represent the value of 8 in the hypothetical monodisperse system, 
equation (20) becomes: 

^° = — [l 
dn ln . 

• 0O + (-D'Rto 

Integrating this equation with boundary condition 8g = 0 at j] = 0, 
equating the resulting #o to the bulk mean temperature of the dis­
perse phase in the actual system, 8, given by: 
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and solving for f, we get: 

«" = -

<V(?)a£ 

((- iy 'f l - 1 ) , 

(21) 

(22) 
In [1 + ((-lV'fl - 1)8] 

The evaluation of the mean diameter requires first solution of 
equation (20) for 8; substitution of this solution into equation (21) 
and (22) will then yield J. Clearly £ is a function of at least three 
variables, R, i;, and re. In addition it will depend upon parameters 
fixing the particle size distribution. 

Particle Size Distributions. We examine in this paper two 
particle size distributions: the log-probability distribution which 
can be expressed as: 

F{&-
b 1 

- » - « 2 

V ^ £ 
(ln£)2 

and the Rosin-Rammler distribution for which 

F(£) = b?-1 e-i6 

(23a) 

(23b) 

both provided xc is properly chosen. Forcing the actual distribu­
tion to fit equation (23a) or (236) fixes the value of xc. 

So lut ion 
Solution for R —• oo. In the limit R -*• <*>, the disperse phase 

moves through the exchanger at such a high rate that the particles 
do not change appreciably in temperature. Solving equation (20)-
(22) in this case gives 

•Jii 

Indicating that the system is of the xPA type with: 

£ = £3,3-1., orx = x3,s-n 

(24a) 

(246) 

Equation (24a) may be integrated in closed-form for each of the 
size distribution functions considered [1]. There results, for the 
log-probability distribution: 

I " " = i3.cs-n)-" = eWn/S)2 

and for the Rosin-Rammler distribution: 

r n = l3,(3-„r" = r ( i - ^ 

(25a) 

(256) 

Solution for Finite R. For other values of R, analytical solu­
tions to equation (20) were not possible and it was necessary to in­
tegrate the equation numerically. The technique adopted was to 
substitute a numerical quadrature for the integral in equation (20) 
and then write this equation for each of the 0(£k), where £*. are the 
quadrature points. With this equation (20) becomes a set of simul­
taneous ordinary differential equations: 

dr) 
&" 1 - 0 & ) + (• -Dm E w*»(&)l (26) 

where m is the total number of quadrature points and Wk are the 
weighting factors whose values depend upon the function F(£) and 
the type of quadrature used. The set of ordinary differential equa­
tions given by equation (26) was then solved by using Runge-Kutta 
method of fifth order. This method of numerically solving an inte-
gro-differential equation is analogous to the method of solving an 
integral equation as described by Love [6], Several types of Gauss­
ian quadrature [7] were tried, and that one chosen yielding the 
best convergence properties. Hermite-Gauss was used for log-prob­
ability distribution, and Laguerre-Gauss for the Rosin-Rammler 
case. Up to 96 quadrature points were required to obtain conver­
gence for the latter, whereas only 9 were required for the former. 

sidered, £" is a function of only three variables, namely rj, R, and 
the ratio b/n. For given values of R and b/n, -q fixes the heat ex­
changer effectiveness e, or conversely, a specified e fixes the re­
quired t\. Consequently it is possible to express | n as a function of 
three variables e, R, and b/n. This functional dependence is shown 
in Figs. 1 and 2 for the log-probability distribution, and in Figs. 3 
and 4 for the Rosin-Rammler distribution, for both parallel-flow 
and counter-flow arrangements, and for the full range of practical 
interest of t, R, and b/n. Presentation of J" as a function of t rather 
than i] is preferable for design purposes since e is specified at the 
beginning of the design procedure. Moreover, the range of e, (0 < e 
< 1), is much narrower than that of t\, thereby making graphical 
presentation easier. 

The effectiveness c is defined, after Kays and London [8] by: 

The €max in the absissa of the parallel flow charts is defined by: 

1 
^max : 

l + R 

R 

l + R 

R < 1 

fl<l 

(28a) 

(286) 

For counterflow, emax = 1. 
The ordinate of Figs. 1-4 is the ratio of | " for the value of R con­

sidered to that for R = °°, the latter value being given by equations 
(25a) and (256). Consequently the ratio equals 1 for R = •». For 
other values of R the ratio is seen to be less than unity. The reason 
for this can be explained as follows. Consider a hypothetical ex­
changer in which, due to some hypothetical mixing between parti­
cles, at any given cross section, all particles have the same temper­
ature, equal to the bulk temperature at the cross section; i.e., td(x, 
z) = ia(z). Now it is readily seen in light of the "General Consider­
ations" given earlier in this paper, that this hypothetical exchanger 
is of the XPJQ type. The values of p and q are readily shown to be: p 
= 3 and q = 3 — re so that £ = £3,3-,! and the ordinate in the figures 
of this exchanger will be unity for all e, R, and b/n. Now in the ac-

Results and Discussion 
It can be shown that for the two particle size distributions con-

Fig. 1 Plot of mean diameter for a parallel-flow heat exchanger where 
the disperse phase has a log-probability particle size distribution 
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tual exchanger the driving force temperature difference, (td(x, z) 
— tc(z)), w u l b e l e s s than the average for the smaller particles, and 
greater than average for the larger particles. However, since in the 
hypothetical exchanger the predominate heat transfer is with the 
smaller particles (due to their greater surface area per unit volume, 
higher convective coefficient, and lower velocity), the real ex­
changer exchanges less heat overall than the hypothetical exchang­
er. The result is that the real exchanger has a larger mean diame­
ter, thereby explaining why the ordinate in the figures is every­
where less than unity. 

Application to Design 
The design of heat exchangers of the type treated in this paper, 

using Figs. 1-4, involves a number of steps. Suppose it is required 
to find the effectiveness of a specified exchanger of specified 
length, L. The first step is the evaluation of the function A(x, z). 
The full details of the development of this quantity is beyond the 
scope of this paper. However, it clearly involves developing an ex­
pression for V(x, z) based upon particle dynamics and drag laws. 
Examples of such calculations are given in [2-4], The heat transfer 
coefficient h(x, z) is then determined using the expression for V(x, 
z), and the Nusselt number-Reynolds number correlation for flow 
over particles for the appropriate Reynolds number region. The 
next step is to determine n. The form of the resulting expression 
for A(x, z) will not generally be explicitly a power law in x, like 
equation (17). Therefore, it is necessary to calculate an "average" 
value of re. A good estimate for the proper average is given by: 

!

j A{xw,z)dz 

(xao, z)dz 

A°f-1 (29) 

where xio and Xgo are the values of x at the 10 and 90 percentiles of 
the droplet size distribution, /„(*), as defined in [1]. (Equation 
(29) was obtained by averaging equation (17) with respect to z over 
0 to L, and then making the resulting equation exact for x = xio 

Scale for §• 

Fig. 3 Plot of mean diameter for a parallel-flow heat exchanger where 
the disperse phase has a Ftosin-Rammler particle size distribution 

and for x = xg0.) This permits the evaluation of x from Figs. 1-4 
and equation (25). (At this point the value of e must be guessed, to 
be later revised to the value calculated, by an iterative scheme.) 
The final step is to find the effectiveness e of a heat exchanger hav­
ing monodisperse particles of diameter x. By the definition of x, 

e/e. 

Fig. 2 Plot of mean diameter for a counter-flow heat exchanger where Fig. 4 Plot of mean diameter for a counter-flow heat exchanger where 
the disperse phase has a log-probability particle size distribution the disperse phase has a Rosin-Rammler particle size distribution 
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this will also be the effectiveness of the actual exchanger. Expres­
sions for t for such a heat exchanger are readily derived, in terms 
of an NTU defined by: 

N T U = f A(x,z)dz 

The expressions are: 

For parallel flow For counterflow 

(30) 

t = 0O for R < 1 

e = R$0 forR>l 

where 0n is given by: 

1 + R80 

ROp 

1 + RBo 

fori? < 1 

f o r / ? > l 

1 _ e-(l-(-l)'R)NTU 
(31) 

1 - ( - 1 V R 

For R < 1 these expressions are identical to the standard ones (see 
e.g., [8]) for counter flow and parallel flow heat exchangers, provid­
ed equation (30) is used to evaluate NTU. The R > 1 class has to 
be introduced since (as opposed to the standard exchanger) the 
equations are not symmetric with respect to the two streams. 
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A Numerical Study of Unsteady 
Laminar Forced Convection From 
a Circular Cylinder 
A numerical investigation of an unsteady laminar forced convection from a circular cyl­
inder is presented. The Navier-Stokes equations and the energy equation for an un­
steady incompressible fluid flow are solved by the finite difference method. The results 
are obtained at Reynolds numbers 100 and 200. The temperature field around the cylin­
der is obtained throughout the region of computation and is shown by isotherms at dif­
ferent times. The variations of the local Nusselt number around the cylinder at different 
times are computed and shown by graphs. The mean Nusselt number and the Strouhal 
number are also calculated. The computed results are compared with the other available 
experimental and theoretical results and are found to be in good agreement with them. 

Introduction 

In a number of engineering applications, such as, in the theory 
of hot wire anemometer, in the design of heat exchangers, etc., the 
problem of the heat transfer between a circular cylinder and its 
surrounding stream of a viscous fluid is of great interest. A large 
number of experimental papers on this aspect of the problem are 
available in the literature. The dynamical behavior of the flow 
close to the surface of a body strongly affects the rate of the heat 
transfer from a warm rigid surface to the cold fluid flow around it. 
But this dynamical behavior of the flow, in the region of the sepa­
ration which occurs at the rear of the body when the flow rate is 
sufficiently high, is not yet well understood. 

It is well known that numerical solutions of the Navier-Stokes 
equations for fluid flow problems may give reliable information in 
a case when experimental measurements are difficult. This view is 
well supported by the numerical studies made by Fromm and Har­
low [l],1 Kawaguti and Jain [2], Thoman and Szewczyk [3], Jain 
and Rao [4], Son and Hanratty [5], Collins and Dennis [6], and 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOUR­

NAL OF HEAT TRANSFER. Manuscript received by the Heat Transfer 
Division July 1,1974. Paper No. 76-HT-FF. 

other authors on the problems of the flow of a viscous fluid past a 
circular cylinder. It is surprising that only a few efforts have been 
directed at the heat transfer aspects of this problem. Dennis, Hud­
son, and Smith [7] have reported a theoretical study about a lami­
nar forced convection in an incompressible steady fluid flow past a 
circular cylinder at low Reynolds numbers. Some other theoretical 
attempts have been reported in the literature. Harlow and Fromm 
[8] have presented a numerical study of the heat transfer in an in­
compressible fluid flow through a channel past a rectangular cylin­
der. Acrivos, Snowden, Grove, and Peterson [9] have studied this 
problem on the assumption that the standing vortex region behind 
a cylinder should elongate with an increase in the Reynolds num­
bers. The local heat transfer coefficients around a horizontal cylin­
der in viscous fluid flows at Reynolds numbers 20-500 have been 
measured by Eckert and Soehngen [10]. 

The present paper differs from that of Harlow and Fromm [8] 
mainly in two aspects. The problem of the heat transfer from the 
rear of a circular cylinderical object to the region of the separated 
flow has been studied in an infinite region of flow field, so that the 
blockage correction is not required for modifying the computed re­
sults. Second, the proposed numerical method allows the construc­
tion of a very fine mesh near the surface of the cylinder and a 
coarse one far away from the rigid boundary, this scheme is suit­
able for studying the physical behavior of the fast-changing flow 
characteristics in the neighborhood of the cylinder and in its wake. 
It is known that the experimental results at the intermediate 
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Reynolds numbers 100-300 are not quite satisfactory (cf. Grove, et 
al. [11] and Roshko [12]); the present paper provides a numerical 
method for getting results at these intermediate Reynolds num­
bers. We have reported computational results of the heat transfer 
aspect of the problem at Re = 100 and 200. 

Ba s i c E q u a t i o n s 
We consider an unsteady flow of a viscous incompressible fluid 

past a circular cylinder of radius "a," which starts impulsively at 
time t = 0 with a constant velocity U at infinity in the direction of 
6 = 0. Using the polar coordinates, the equations of motion of the 
fluid in dimensionless form are (cf. Jain and Rao [4]), 

at 
1 p* 
r \ ar ae 

? = 

a% ar\ 

- V 2 * 

v2f 
Re 

(1) 

where 

„ a2 la la2 

V2 = + _ _ + !afl2 

2aU 
Reynolds number Re = 

v 

The initial and boundary conditions for the velocity problem are 

t < 0, * = f = 0 
a<b 

t>0, * = — = 0 on r = 1 (2) 
ar 

ty —• r sin 6 as r —* «>' 

The stream function * is used to get the velocity components as 

_ 1 a* _ a-9 

r ae' aS 
(3) 

We have solved this problem for calculating * and f (cf. Jain 
and Goel [13]) by using a modified numerical method as described 
by Jain and Rao [4]. These values of * have been used as input 
data for studying the heat transfer aspect of the problem discussed 
in this paper. By assuming the fluid density p, the specific heat cp> 

and the thermal conductivity k of the fluid to be constant and by 
neglecting the internal heat friction, the governing equation in di­
mensionless form for the unsteady two-dimensional temperature 
field T (r, 6, t) is given by 

where 

aT l\^_']£ ^ £ T 
at v I ar ae ae ar . 

Prandtl number Pr = 

R e - P r 
-VZT (4) 

PCpV 

It is assumed that the fluid and the cylinder are kept at the 
same temperature To at t = 0. The temperature of the cylinder is 
raised from To to Tw as soon as the flow starts impulsively. 

Transforming the independent variable r by £ = log r and the 
dependent variable * by the relation * = r sin 6 + \j/, equation (4) 
takes the form 

, aT (a^aT 
-exp(2£) — + — — • 

at la£ a6 

+ exp (() 

where 

8<P_aT_ 

a6 a£ 

aT aT 
sin e cos — cos0\ + 

R e - P r 
AT = 0 (5) 

- + -
ae 

Assuming \p (£, 6) to be known by solving the equations of the 
motion (cf. Jain and Goel [13]), equation (5) is solved subject to 
the following boundary conditions: 

t < 0; 4/ = T = 0 

t > 0; on £ = 0, i> = — = - sin fl, T = 1 
a£ 

o n £ = £ ^ = T = 0 

(6) 

(7) 

(8) 

For computational work, we take a circular domain of radius exp 
(2) in the physical plane. By taking 2 = IT, exp U) = 23.1406226 
which is sufficiently large for assuming tp and T to be very small on 
this boundary. Condition (8) has been derived by making use of 
this assumption. 

T h e N u m e r i c a l M e t h o d 

Tu(t + At) = Tu(t) 

At 
[e-W-W-Kfc+u - fc-ijOCTy+i - T y - i ) 

~ (fcj+i - tiJ-iHTi+ij - Ti-!,;)) + 2he-^h 

X |(T;,;+1 - Tij-t) sin 0' - Dh - (Ti+1J - Ti-ij) cos 0' - Dh\ 

8 . e - 2 ( i - l ) h 

+ - R e - P r 
• \Ti+1J + T;-u + Tu+l + T i j - i - 4 - Tij\] (9) 

In this equation the quantities on the right-hand side are taken 
at the time t and suffixes (i, j) correspond to the value of the quan­
tity at the mesh point f = (i — X)h, 8 = {j — \)h; h is the mesh size. 
We have used the central differences for the space derivatives and 
the forward differences for the time derivative in deriving the 
equation (9). 

In the physical plane, we get smaller meshes near the surface of 

- N o m e n c l a t u r e -
a = radius 
cp = specific heat at constant pressure 
D = diameter = 2a 
/ = shedding frequency 
h = local heat-transfer cofficient 
k = thermal conductivity 
f = distance polar coordinate 
t = time 
T = temperature 
To = initial temperature 
Tw = cylinder temperature 
U = velocity at infinity 
a = velocity component in f- direction 
0 = velocity component in fl-direction 
p = fluid density 

6 = angular velocity 
* = stream function 
f = vorticity 
v = kinematic viscosity 

Dimensionless Quanti t ies 

h = mesh size 
Nu = Nusselt number = 2hea/k 
Pr = Prandtl number = pcpv/k 
r = distance coordinate = f/a 
Re = Reynolds number = 2aU/i> 
S = Strouhal number = fD/U 
t = time = W/a 
T = temperature = ( f - fQ)/(fw To) 

u = velocity component = u/U 
v = velocity component = D/U 
£ = log r (transformation) 
f = vorticity = fa/U 
e = angular coordinate 
4> = perturbed stream function 
2 = length of rectangular domain 
& = increment 
A = a2/a{2 + a2/afl2 

Subscripts 

i = for ^-coordinate 
j = for fl-coordinate 
m = mean value 
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Fig. 1(a) Isotherm pattern at Re = 100, / = 3.47 

Fig. 1(6) Isotherm pattern at Re = 200, f = 6.0 

the cylinder and bigger ones far from the body. In the present 
study, we have attempted to refine the mesh size considerably in 
the neighborhood of the cylinder by taking 6£ = id = ir/60. At a 
distance away from the cylinder, we have chosen df = 56 = ir/30. 
This seems to be suitable choice of mesh sizes for the study of the 
fluid flow past a bluff body, as large variations in the stream func­
tion \j/, the vorticity f, and the temperature T occur near the sur­
face of the cylinder. 

The finite difference method for solving the equations has been 
described by Jain and Rao [4]. 

Nusselt Number 
The heat exchange between the cylinder and the fluid is mea-

Fig. 2(a) Isotherm pattern at Re = 100, t = 6.42 

Fig. 2(6) Isotherm pattern at Re = 200, f = 9.4 

Journal of Heat Transfer 

Fig. 3(a) Isotherm pattern at Re = 100, f = 9.33 

Fig. 3(6) Isotherm pattern at Re = 200, f = 13.4 

sured by means of the local coefficient of the heat transfer he. 
Once the temperature distribution around the cylinder becomes 
known, the local heat transfer coefficient can be calculated by the 
following formula. The Nusselt number 

2/i/a 
Nu(fl) = - p - = -2(aTM8(=0 (10) 

k 

Most of the experimental measurements reported in the litera­
ture are confined to the mean Nusselt number, in our case this cor­
responds to the local coefficient of the heat transfer averaged over 
the surface of the cylinder 

Num = — f ' Nu(fl) d6 (11) 
2-ir Jo 

In the two-dimensional case, however, the local Nusselt number 
can be obtained directly from equation (10) using numerical differ­
entiation. The mean Nusselt number Num can be calculated from 
equation (11) by using Simpson's rule for numerical integration. 

Discussion 
The development of the vortex shedding behind a circular cylin­

der has been discussed, along with the results on the flow charac­
teristics, in a separate paper (cf. Jain and Goel [13]). The thermal 
characteristics of the flow are considered in this paper. 

Isotherm maps are presented in Figs. l(a)-4(a) for Re = 100 and 
in Figs. l(6)-4(6) for Re = 200. The local Nusselt number distribu­
tions for the two Reynolds numbers are given in Figs. 5 and 6. The 
figures show the time history of the results. In all the cases the 
Prandtl number has been taken as 0.73. 

The process of the vortex shedding is accelerated by introducing 
a perturbation in the wake of the flow at times t = 3.47 (Re = 100) 
and t = 6.00 (Re = 200), the corresponding isotherms are shown in 
Figs. 1(a) and 1(6). These isotherms are symmetrical about the 
line of symmetry. By observing the pattern of the isotherms 2(a) (t 
= 6.42, Re = 100) and 2(b) (t = 9.4, Re = 200), one finds that an 
unsymmetrical flow in the wake gives rise to an unsymmetrical 
pattern of the isotherms. As the process of the shedding of vortices 
sets in, a significant distortion in the symmetry of the isotherms 
around the cylinder can be observed in Figs. 3(a) (t = 9.33, Re = 
100), 4(a) (t = 12.4, Re = 100),*3(6) (t = 13.4, Re = 200), and 4(6) 
(t = 16.5, Re = 200). 

From these results, one finds that a significant change in the 
pattern of the isotherms takes place in the region of the wake only. 
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Fig. 4(a) Isotherm pattern at Re = 100, I = 12.40 

Fig. 4(6) Isotherm pattern at Re = 200, / = 16.5 

16 

01 ^ ± - J ^ ^ 

Fig. 5(a) Local Nusselt number on the surface of the cylinder at Re = 
100 

o l — s i i 

ff/i 0 ~ f f i / i i t 

Fig. 5(b) Local Nusselt number on the surface of the cylinder at Re = 
200 
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As the wake in the rear stagnation point region gets elongated and 
increases in breadth, the pattern of the isotherms also gets elon­
gated and becomes broader in the region. Figs. 4(a) (t = 12.4, Re = 
100) and 4(6) (t = 16.5, Re = 200) indicate that the pattern of the 
isotherms gets distorted as the shedding of the vortices takes place 
in the flow. 

The process of the vortex shedding takes place at a rate which is 
slower than the rate at which the outer stream lines on the periph­
ery of the wake moves into the main stream. The fluid along 
stream lines passing in the neighborhood of the cylinder gets heat­
ed and these stream lines usually form S-shaped patterns in the 
wake. Thus, the fluid in the wake region gets more heated than in 
the outer flow region. The pattern of the isotherms computed at 
Re = 100 and 200 for the unsteady flow has a similar structure to 
the pattern of the isotherms around a cylinder given by Eckert and 
Soehngen [10] and Krall and Eckert [14]. 

The variations of the local Nusselt number around the surface of 
the cylinder at different times are presented in Figs. 5(a) and 5(6) 
at Re = 100 and 200, respectively. A striking feature of this distri­
bution is the fluctuation on the Nusselt number in the region of 
rear stagnation point. The Nusselt number in this region decreases 
from the initial time to the time t = 1.9 (Re = 100) and t = 1 (Re = 
200), and then it increases till t = 4.5 (Re = 100) and t = 4 (Re = 
200), at which times the Nusselt number near the rear stagnation 
point attains the peak values. After this, the Nusselt numbers in 
the wake region again start decreasing and continue to do so for 
the further times [cf. Figs. 5(a), t = 7.5, 12.4 (Re = 100) and 5(6), t 
= 10, 16.5 (Re = 200)]. The Nusselt number distribution on the 
surface of the cylinder remains almost symmetrical except in.the 
wake region where some asymmetry is found due to the presence of 
the shedding of vortices. It may be observed that in Eckert and 
Soehngen's curves at Re = 200 approximately the local Nusselt 
number is found to be highly nonsymmetric in the wake. Our com­
putational results do not completely confirm the experimental 
findings of Eckert and Soehngen [10]. 

Figs. 6(a) and 6(6) show the behavior of the Nusselt number dis­
tribution in the physical plane at different times for Reynolds 
numbers 100 and 200, respectively. On the surface of the cylinder 

s^^^^^SzsS. /-ECKERT AND SOEHNGEN[lo] 

Hr \ \ /V-EXTRAPOLATED 

Nu lllO 8 6 t 5T 0 2 ^ ^ ! x / - / \ 

Fig. 6(a) Local Nusselt number around the circular cylinder at Re = 100 

Fig. 6(6) Local Nusselt number around the circular cylinder at Re = 200 
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Fig. 7 Mean Nusselt number at Re = 100 and Re = 200 

the minimum heat transfer takes place somewhere between the 
point of the separation and the rear stagnation point. In these fig­
ures our results for the Nusselt number have been compared with 
the experimental results due to Eckert and Soehngen [10] for a 
fluid flow past a cylinder. We have computed the results for the 
unsteady case up to t = 12.4 (Re = 100) and t = 16.5 (Re = 200) 
and then extrapolated them, the extrapolated results (dotted lines) 
are found to be quite close to the curves drawn for the experimen­
tal results (cf. Pigs. 6(a) and 6(6)). In Fig. 6(6), it is found that the 
nonsymmetry of the Nusselt number is skewed opposite to the 
nonsymmetry of that presented for the curve by Eckert and 
Soehngen [10]. This seems to be due to the fact that the nonsym­
metry moves from one side of the rear stagnation point to the 
other as shedding occurs. This view is confirmed by examining Fig. 
6(a) (Re = 100) where the nonsymmetry of the Nusselt number for 
the computed results and that for Eckert and Soehngen's results 
are skewed on the same side of the rear stagnation point. 

With these computed results, one would like to find out the total 
heat transfer from the cylinder to the flow which is equivalent to 
the heat transfer coefficient averaged over the surface of the cylin­
der. To achieve it, we have computed the mean Nusselt number 
Num by using Simpson's rule in equation (11). The computed re­
sults are presented in Fig. 7. It is seen that the total heat flowing 
from the cylinder decreases steeply in the initial stages of the flow. 
At the later stages, the curves show a gradual variation with time. 
The extrapolated curves (dotted lines) show the behavior of the 
total heat transfer from the surface of the cylinder as time be­
comes very large. Several empirical relations between the Reynolds 
number and the Nusselt number are available for the steady case 
in the literature. By taking the Reynolds number as 200 and kine­
matic viscosity of the air, McAdams [15] has used the empirical ex­
pression Num = 0.32 + 0.43 Re0-62. The expression has been later 
modified 

Num = 0.43 + 0.48 Vie" (12) 

Kramers [16] has given the formula predicting the trend of the 
results for Num at large Reynolds numbers. He has claimed that 
this formula gives results which are consistent with most of the 
available experimental results in the range 2 < Re < 200. H for­
mula for air is given by 

Num = 0.39 + 0.51 V R i (13) 

Journal of Heat Transfer 

Expressions (12) and (13) have been used widely by experiment­
ers. Using these expressions, the values of Num turn out to be in 
good agreement with our computed values as summarized in the 
following table. 

Authors Nu™ at Re = 100 N u m a t Re = 200 

McAdams [ 1 5 ] 5.23 7 .2172 
Kramers [ 1 6 ] 5.49 7 .6034 
Present paper 5.632 (t = 12 .4 ) 7 .903 (t = 16.5) 

5.52 (ext rapola ted) 7.63 (ex t rapola ted) 

It may be of interest to give results about the Strouhal number 
which is defined as S = f-D/U, where / is the shedding frequency 
on one side, -D is the diameter of the cylinder, and U is the velocity 
of the upstream. The calculated values of Strouhal numbers are 
approximately 0.15 and 0.17 for Reynolds numbers 100 and 200, 
respectively, which are in good agreement with the values calculat­
ed by other authors. 
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III l i tai led nuts 

This section consists of contributions of 1500 words or equivalent. In computing equivalence, a typical one-column figure 
or table is equal to 250 words. A one-line equation is equal to 30 words. The use of a built-up fraction or an integral sign 
or summation sign in a sentence will require additional space equal to 10 words. Technical notes will be reviewed and 
approved by the specific division's reviewing committee prior to publication. After approval such contributions will be 
published as soon as possible, normally in the next issue of the journal. 

Mean Beam Lengths for Spheres 
and Cylinders 

A. T. Wassel1 and D. K. Edwards1 

In troduc t ion 
Mean beam length, introduced by Hottel [l],2 characterizes the 

size effect in the radiative heat exchange between a stirred volume 
of gas and its enclosing wall. Oppenheim and Bevans [2] extended 
the concept to paired segments of wall and an intervening, partici­
pating gas, and Dunkle [3] presented such geometric mean beam 
lengths for adjacent and opposite rectangles and a sphere and rec­
tangle. The errors in using geometric mean beam length for gas ab­
sorption bands with power-law and logarithmic path-length 
dependencies were discussed there [3, 4]. Tien and Wang [5, 6] ex­
tended the analysis using experimentally established expressions 
for band absorption. Edwards and Balakrishnan [7] derived a tran­
scendental equation fixing mean beam length for the case of expo­
nential-tailed gas bands and the slab geometry. Crosbie and Khalil 
[8, 9] investigated the mathematical properties of the Kn (T) func­
tions which arise in the study of nongray gas radiation transfer in 
planar and spherical media and obtained closed-form expressions 
for both triangular and exponential band models. Wassel and Ed­
wards [10] presented mean beam lengths for the cylinder based 
upon approximate axial band absorption functions. Nelson [11] 
also studied transmission and absorption functions for planar 
media. 

The purpose of this note is to present new results for the sphere 
and somewhat more accurate ones for the cylinder enclosing a gas 
with exponential-tailed narrow absorption bands having over­
lapped lines. The derivation of appropriate formulas for the sphere 
and their relation to the Kn (r) functions is traced. 

1 Postdoctoral Fellow and Professor, respectively, School oi Engineering, 
UCLA, Los Angeles, Calif. Mem. ASME. 

2 Numbers in brackets designate References at end of technical note. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division October 17,1975. 

A n a l y s i s 
The solution to the equation of transfer in an isothermal gas at 

temperature Tg bounded by a black wall at temperature Tw gives 
the radiant intensity 

/ = Ibwe-P'L + Ibg(l - e-"'L) (1) 

where p is the intensity, K is spectral absorption coefficient, and L 
is path length through the gas for the direction along which inten­
sity I is directed. The Planck black body intensity is 

2/ icV 
hg 

ehcv/kTg _ j (2) 

where h is Planck's constant, c is the speed of light, and k 
Boltzmann's constant. The net radiant heat flux q into the wall is / 
— Ibw integrated over all wavenumbers v and all directions in the 
lit solid angle bounded by the wall, 

9 = f" f Vbg-ItoKl-e-"*] 
JO Jl.K 

cos BdQdv (3) 

where 6 is the angle from the surface normal to L, and Q is solid 
angle. 

For narrow, nonoverlapped absorption bands the approximation 
is made that 

q = T.i[Bgi ~ Bwi] V-f 
LIT JO 

Ai(L) cos BdQ, (4) 

where Bgj is black body spectral radiosity wli, at temperature Tg 

and wavenumber vi, and A; is the band absorption of the tth band 
in the gas spectrum, 

Ai= f [ 1 - L\dv (6) 

The mean beam length L is introduced by engineers to simplify 
equation (4) as 

Q = Ei[Bgi - Bwi]MLi) 

l r2r 

Ai(L;)=- I Ai(L) cos 6dQ 
ir Jo 

(6) 

(7) 

A specific band model such as the exponential band model must 
be introduced to obtain a specific result. For this model, [12], one 
can write 
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Table 1 Ratio of L,/R versus TR,., 
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OPTICAL DEPTH BASED UPON 
GEOMETRIC MEAN BEAM LENGTH 

Fig. 1 Ratio of mean beam length to geometric mean beam length 

tern is shown in reference [10]. F o r such coord ina tes 

cos 0 = cos a cos 7 , dft = cos adady, L = 2U cos 7 /cos a 

E q u a t i o n (8) t h e n gives 

1 /~+ir/2 s*+ir/2 I COS 7 \ 

Ai{uiTR:i) =— I I Ai [2TH i——) cos2 ad a cos yd-] 
•K J-irl2 J—K/2 \ ' COS a l 

(13) 

Results 
T h e N e w t o n - R a p h s o n m e t h o d was used t o find t h e ui roo t s of 

equa t ions (11) a n d (13). In t h e case of equa t ion (13), a T c h e b y -

cheff n u m e r i c a l q u a d r a t u r e was employed t o eva lua te t h e doub le 

in tegra l . T a b l e 1 con ta ins t h e resu l t s . In t h e case of t h e cyl inder 

t h e resu l t s differ by 1.5 p e r c e n t a t mos t , in t h e vicini ty of TRJ = 

0.2, from t h o s e in reference [10]. 

T h e geomet r i c m e a n b e a m leng th Lg ho lds in t h e l imi t as TRJ 

goes t o zero [1, 3]. I t is easily eva lua ted as four t imes t h e vo lume 

divided by t h e surface area for a comple te enclosure [1]. Fig. 1 

shows a p lo t of L/Lg ve rsus opt ica l d e p t h based u p o n Lg, i.e., 

TR,i(Lg/R). Resu l t s for t h e s lab [7] a re shown for compar i son . 

Large values of L a re given full weight in c o m p u t i n g Lg b u t less so 

in L. In t h e s lab , t h e lesser weight ing of t h e large L values h a s a 

p r o n o u n c e d effect in lowering L/Lg from uni ty , and t h e r educ t ion 

s t a r t s a t a relat ively smal l opt ica l d e p t h . La rge values of L have a 

smal ler effect for t h e cyl inder a n d only a t s o m e w h a t g rea te r op t i ­

cal d e p t h s . F o r t h e sphe re , where t h e larges t L is t h e d i ame te r , t h e 

devia t ion of L/Lg from u n i t y is smal les t . 

- (v , ' ~K) /OJ , ' 
V < Vi 

Ai = o>i[\n (uiTRj) + Ei(uiTRii) + ye] 

dt 

(8) 

(9) 

TR,i = , Ui =—,E„(x)= I , _ e~" — ye = 0 . 5 7 7 2 1 5 6 . . . 
R Ji t" 

T h e reference l eng th R is in t roduced for convenience . For t h e 

sphere a n d cyl inder i t will be t a k e n t o be t h e rad ius . 

E d w a r d s a n d B a l a k r i s h n a n [12] p r e s e n t values of a,- a n d OH for 

several combus t i on p r o d u c t gases. H s i e h a n d Greif [13] a n d T iwar i 

[14] discuss t h e appl icabi l i ty of t h e exponen t i a l - t a i l ed m o d e l a n d 

line over lapping . 

Sphere 
In t h e case of t h e sphe re , polar angu la r coord ina tes a re na tu r a l , 

a n d 

L = 2R cos 8, dQ = s in 6d6d<j> 

E q u a t i o n (7) ind ica tes 

AI(2TR i cos 0)2 cos 6 s in 8d0 (10) 

0 

In t roduc ing equa t ion (9) a n d in tegra t ing gives 

In (wTRj) + Ei(uiTR,j) = In (2TRii) E2(2TR,i) 
2 TR,i 

bfa^-i] (11) 
(27 

In t e r m s of t h e Kn (T) funct ions [8], e q u a t i o n (11) can be w r 11 as 

-2Ka(uiTRii) - UiTRiiK2(uiTRj) = In ( 2 T « , ; ) + ye - 1/2 

+ 2Ki(2rR,i) (12) 

E q u a t i o n (11) or (12) can b e solved numer ica l ly for u; a s a funct ion 

of Tfi,;. 

Cyl inder 
In t h e case of t h e cyl inder , a conven ien t angu la r coo rd ina t e sys-

References 
1 Hottel, H. C , "Radiant Heat Transmission," Chapter 4 of W. H. 

McAdams' Heat Transmission, McGraw-Hill, New York, 1954; see also 
Radiative Transfer by H. C. Hottel and A. F. Sarofim, McGraw-Hill, New 
York, 1967. 

2 Oppenheim, A. K., and Bevans, J. T., "Geometric Factors for Radiant 
Heat Transfer Through an Absorbing Medium in Cartesian Coordinates," 
JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 82, 
1960, pp. 360-368. 

3 Dunkle, R. V., "Geometric Mean Beam Lengths for Radiant Heat 
Transfer Calculations," JOURNAL OF HEAT TRANSFER, TRANS. 
ASME, Series C, Vol. 86,1964, pp. 75-80. 

4 Edwards, D. K., Discussion of reference [3], loc. cit., p. 80. 
5 Tien, C. L., and Wang, L. S., "On the Calculation of Mean Beam 

Length for a Radiating Gas," J. Quant. Spectrosc. Radiat. Transfer, Vol. 5, 
1965, pp. 453-456. 

6 Tien, C. L., and Wang, L. S., "Band Absorption Laws, Gas Body 
Geometries, and the Mean Beam Length," Proceedings 1965 Heat Transfer 
and Fluid Mechanics Institute, Stanford University Press, Palo Alto, Calif., 
pp. 343-357. 

7 Edwards, D. K., and Balakrishnan, A., "Slab Band Absorptance for 
Molecular Gas Radiation," J. Quant. Spectosc. Radiat. Transfer, Vol. 12, 
1972, pp. 1379-1397. 

8 Crosbie, A. L., and Khalil, H. K., "Mathematical Properties of the 
K„(T) Functions," J. Quant. Spectrosc. Radiat. Transfer, Vol. 12, 1972, pp. 
1457-1464. 

9 Crosbie, A. L., and Khalil, H. K., "Effect of Line or Band Shape on 
the Radiative Flux of an Isothermal Spherical Layer," J. Quant. Spectrosc. 
Radiat. Transfer, Vol. 13,1973, pp. 977-993. 

10 Wassel, A. T., and Edwards, D. K., "Molecular Gas Band Radiation 
in Cylinders," JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series 
C, Vol. 96,1974, pp. 21-26. 

11 Nelson, D. A., "A Study of Band Absorption Equations for Infrared 
Radiative Transfer in Gases. I. Transmission and Absorption Functions for 
Planar Media," J. Quant. Spectrosc. Radiat. Transfer, Vol. 14, 1974, pp. 
69-80. 

12 Edwards, D. K., and Balakrishnan, A., "Thermal Radiation by Com­
bustion Gases," International Journal of Heat and Mass Transfer, Vol. 16, 
1973, pp. 25-40. 

13 Hsieh, T. C , and Greif, R., "Theoretical Determination of the Ab­
sorption Coefficient and the Total,. Band Absorptance Including a Specific 
Application to Carbon Monoxide," International Journal of Heat and Mass 
Transfer, Vol. 15, 1972, pp. 1477-1487. 

14 Tiwari, S. N., "Band Models and Correlations for Infrared Radia­
tion," AIAA Paper No. 75-699, AIAA 10th Thermophysics Conference, Den­
ver, Colo., May 27-29,1975. 

Journal of Heat Transfer MAY 1976 / 309 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Radiation Heat Transfer 
Through Molecular Gases at 
Large Optical Depth 

D. A. Nelson1 

An asymptotically exact expression for radiation heat transfer 
through planar media is obtained at large optical depth for an 
exponential band model. 

Nomenclature 
D = band width parameter 
E„ = Planck radiosity at wavenumber v 
h = parallel plate spacing 
Kn = dimensionless transmission function for n = 1, 2 and absorp­

tion function for n = 3 
Qr = dimensionless radiation flux 

Qr = fr - o-CZY1 - T2
4)]/D[B„(Ti) - £„(T2)] 

Q/ = dimensionless gas emission to colder boundary 
qr — total radiation flux 
S = integrated band intensity 
Tn = boundary temperatures, n = 1, 2 
y = spatial coordinate 
7 = 0.5772 . . . , Euler-Mascheroni constant 
•q = dimensionless coordinate, T; = y/h 
v = spectral radiation wavenumber 
pa

 = absorbing gas density 
a = Stefan-Boltzmann constant 
Th — paSh/D, the optical depth 

0 = [EM - EAT2)]/\E„(Ti) - E,(T2)], the dimensionless emis­
sive power 

Subscripts 

i = value for ith band 

I n t r o d u c t i o n 
Exact analytical solutions for infrared radiation heat transfer 

through gases are somewhat of a rarity. Those which exist are lim­
ited to small or large optical depth. A solution obtained by Migh-
doll and Cess [ l]2 for large optical depth was formulated within the 
framework of the exponential kernel approximation, linearization 
of the emissive power and with the implicit assumption of thermal 
continuity at the boundaries. The first two approximations are 
nonessential and in fact the solution obtained for the emissive 
power may be regarded as exact for infinite optical depth. This is a 
consequence of the fact that for band absorption proportional to 
the logarithm of optical depth, the transmission functions are to 
first order independent of the kernel substitution constants. This 
is not so for the expression giving the radiation heat flux and, thus, 
the result given in reference [1] is an approximate one even at large 
optical depth. In this note the problem is formulated exactly, lin­
earization is not invoked and a new expression for the radiation 
heat flux is derived. The latter is compared with exact numerical 
calculations of Crosbie and Viskanta [2] as well as the result of 
Mighdoll and Cess. The result is expected to apply for nonisother-
mal, scaled band parameters [3, 4]. 

Analysis 
In dimensionless form the radiation heat flux and the energy 

1 Asst. Professor, Department of Mechanical Engineering, The Pennsyl­
vania State University, University Park, Pa. 

2 Numbers in brackets designate References at end of technical note. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCI­

ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division October 6,1975. 

Table 1 A comparison of exact and approximate 
evaluations of radiation heat transfer at large optical depth 

This note 

Th 

Exact Qr 

reference 
[ 2 ] 

Reference [ 1 ] 
Percent 

Qr error Qr 
Percent 

error 

5 —1.6074 - 0 . 6 2 8 6 - 6 0 . 8 9 - 1 . 3 0 0 4 —19.10 
10 —2.1717 —1.3218 —39.14 —1.9935 —8.21 
50 —3.6489 —2.9312 —19.67 —3.6029 —1.26 

100 - 4 . 3 2 1 1 - 3 . 6 2 4 3 —16.13 - 4 . 2 9 6 1 - 0 . 5 8 
1000 — - 5 . 9 2 6 9 — 10 .18W —6.5987 — 

(a)This error is relative to the results of equation (6). 

equation for radiative equilibrium of a plane-parallel medium 
bounded by black, isothermal walls and interacting with thermal 
radiation in a single narrow band are given by 

Qr = 2K3[Thr,] + 2rh f <t>W)K2[Th\ r, - T/| ] sgn („ - „ ' W (1) 

2<M») = K2[rhv] + TH f <t>(v')Ki[rh\r,-v'\]dv' (2) 
Jo 

The transmission and absorption functions, Kn(x), have been 
discussed in some detail by Nelson [5] and Crosbie and Khalil [6]. 
An integration by parts is performed on equation (2) to obtain the 
alternative expression 

i —7—K2[Th\ri - j)'|] sgn (?) - J J ' W 
0 d-rf 

= [1 - 0( 0)]K2{rhV] - 0 ( 1 ) # 2 [ T , 1 ( 1 - „)] (3) 

If now it is presumed that T/, —• <*>, then 0(0) —• 1, 0( 1) -*• 0[2], 
K2(x) -* \x [5] and equation (3) reduces to that given by Mighdoll 
and Cess [1], The emissive power distribution given by them is re­
peated here for convenience 

0(TJ) = - + - s i n - 1 ( l - 2 ) ) ) . 
2 7T 

Equation (1) may now be rewritten as 

Jo dn 

(4) 

(5) 

where t; has been set to zero since Qr is a constant. Employing the 
asymptotic relation for an exponential band [5], 2^3(31;) ~ —In x — 

k, along with equation (4), equation (5) yields, 

Qr -In Th - y - % + 2 In 2 (6) 

In this result, the first three factors represent the attenuation of 
the surface to surface radiative exchange by absorption in the gas. 
The last term represents emission by the gas absorbed by the cold 
boundary, thus a nonnegligible gas emission component is given by 

•/ = In 4 = 1.386 (7) 

This value is an upper limit on Qe
r since the asymptotic expression 

used for Ks(x) is invalid near * = 0. It may be noted that other 
band absorption models with a logarithmic asymptote will also 
yield this result. 

R e s u l t s 
In Table 1 the results of equation (6) are compared with the nu­

merical evaluations of Crosbie and Viskanta [2] as well as with the 
expression given by Mighdoll and Cess [1] (i.e., Qr = —In (3r/,/2) + 
2 In 2). The percent error for the present results is quite acceptable 
for all optical depth greater than about ten while the approxima­
tion of reference [1] does not appear to be adequate for any but ex­
tremely large values of optical depth. Since equation (6) has a very 
small error for TH > 100 it may be used as an extension of the nu­
merical calculations of reference [2] to arbitrarily larger values. 
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Determination of Configuration 
Factors of Irregular Shape 

R. Farreli1 

The computation of configuration factors for irregular shapes, 
neither available in graphical form nor tabulated, can be a laborious 
and time-consuming exercise. The device to be explained was evolved 
to enable configuration factors to be determined and designed on the 
drawing board. Other devices have been described in references [1-3]2 

using mechanical systems, while except for reference [4], the possi­
bilities of projection have been relatively unexplored. 

Configuration factors may be calculated for any shape or type of 
surface where there is adequate time available for this purpose. In 
practice when time is limited, tables or graphical techniques are fre­
quently adopted. The proposed technique, as will become clear, is a 
special case of a graphical technique suggested by Zijl6 with advan­
tages not possessed by the original. These advantages are as follows: 

1 It may be used with a drawing or model at any scale. 
2 No redrawing is required for the determination of configuration 

factors at differing positions in space. 
3 Surfaces with specific values of configuration factor and of any 

shape may be drawn directly on the drawing board. 
4 Existing orthographic projections may be used irrespective of 

scale. 

Theory 
The instrument is based on the unit sphere concept introduced by 

Herrman around 1900. The configuration factor for a point P with 
respect to a surface S at a distance d from the surface is given by: 

„ C cos 8do) , , 
Fp-S= (1) 

Js x 
cos 6dS 

where dS' is the area dS projected onto the surface of a unit hen-
sphere. dS' projects onto the base of a unit hemisphere as dS" where, 

1 School of Architecture, University of California, Berkeley, Berkeley, Calif. 
2 Numbers in brackets designate References at end of technical note. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer 
Division August 29,1975. 

dS" = dS' cos 6 

Therefore, from (1) 

dS" 
FP-S = — (3) 

irr^ 

From equation (4) the projected area dS" divided by the area of 
the circle of radius r is the required configuration factor. 

The use of a variety of geometric projections is thus made possible. 
If the base of the hemisphere is divided into a number of equal areas, 
for example, 1000, and these areas are reprojected onto the surface 
of the hemisphere and then to some other convenient projection on 
which the surface projection of interest dS is also projected, the 
configuration factor may be obtained by counting the equal areas 
covering the surface. For convenience it is possible to project the 
centroids of these areas as dots, each of which in this example would 
represent a configuration factor value of 0.001. Since the device about 
to be described uses both the perspective projection and the cylin­
drical projection, a short description of these projections follows. 

Perspective Projection 
One advantage of this type of projection is that straight lines remain 

straight. Three of the terms necessary to an understanding of per­
spective geometry are, viewpoint, focal length, and picture plane. The 
focal length is the distance from the viewpoint to the picture plane. 
The picture plane is that plane in space on which the object being 
drawn is projected, this projection being the trace on the picture plane 
of the straight line connecting the viewpoint and the object. 

If one were to sit before a window and draw the view outside, the 
window would be the picture plane, the distance from the eye to the 
window the focal length, and the eye would be the viewpoint. Should 
the individual making the sketch move further from the window, the 
dimensions of the objects being drawn on the picture plane would 
become smaller. Increasing the focal length reduces the dimensions 
of the projected objects, as the solid angle subtended by the objects 
becomes smaller. In the second section of the paper a description will 
be given of the advantage that is taken of the above principle in the 
instrument as yet to be described. 

A second advantage that the perspective projection has is the re­
lationship that exists between it and the orthographic projection. The 
orthographic projection is a perspective projection with an infinite 
focal length, the trace lines being parallel. The orthographic projection 
is also equal to a perspective projection where the object being drawn 
is in the picture plane, i.e., the distance from the viewpoint to the 
object is the focal length of the projection. 

Cylindrical Projection 
On the projection illustrated in Fig. 1 are placed the dots previously 

described as being the centroids of equal configuration factor values. 
This projection has the heights of the constant angles of altitude 
proportional to the tangents of the angles of altitude, and the angles 
of azimuth proportional to the angles of azimuth. The lines marking 
constant altitude are straight lines; therefore, changes in azimuth may 
be made by lateral displacement of the projection in expanded form 
or rotation of the barrel. 

Description of the Scintilascope 
This instrument as shown in Fig. 2 consists of base, stem, arm and 

barrel. The base leaves a clear space below the arm. The stem is cali­
brated in centimeters and inches to register the height of the center 
of the small lamp shown, above the drawing board. 

Attached to the end of the arm is a 3V opthalmoscope lamp. This 
lamp becomes the viewpoint of a perspective projection. The overlay 
shown in Fig. 3 when positioned around the barrel of the scintilascope, 
positions each dot in space such that when the lamp is switched on, 
Fig. 4, the dots are projected in a perspective projection. Each dot 
having the configuration factor value* of 0.001. The overlay as illus­
trated, Fig. 3, is a cylindrical projection, i.e., the projection on to a 
cylinder of the angles of azimuth and elevation of those areas of equal 
value of configuration factor. 

Journal of Heat Transfer MAY 1976 / 311 

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Eeferences 
1 Mighdoll, P., and Cess, R. D., "Infrared Radiative Equilibrium Under 

Large Path Conditions," AIAA Journal, Vol. 6,1968, p. 1778. 
2 Crosbie, A. L., and Viskanta, R., "Effects of Band or Line Shape on 

the Radiative Transfer in a Nongray Planar Medium," Journal Quant. 
Spectros. Radiat. Transfer, Vol. 10,1970, p. 487. 

3 Chan, S. H., and Tien, C. L., "Total Band Absorptance of Nonisother-
mal Infrared Radiating Gases," Journal Quant. Spectros. Radiat. Transfer, 
Vol. 9,1969, p. 1261. 

4 Edwards, D. K., and Morizumi, S. J., "Scaling of Vibration-Rotation 
Band Parameters for Nonhomogeneous Gas Radiation," Journal Quant. 
Spectros. Radiat. Transfer, Vol. 10,1970, p. 175. 

5 Nelson, D. A., "A Study of Band Absorption Equations for Infrared 
Radiative Transfer in Gases—I. Transmission and Absorption Functions for 
Planar Media," Journal Quant. Spectros. Radiat. Transfer, Vol. 14,1974, p. 
69. 

6 Crosbie, A. L., and Khalil, H. K., "Mathematical Properties of the 
K„(T) Functions," JQSRT, Vol. 12,1972, p. 1457. 

Determination of Configuration 
Factors of Irregular Shape 

R. Farreli1 

The computation of configuration factors for irregular shapes, 
neither available in graphical form nor tabulated, can be a laborious 
and time-consuming exercise. The device to be explained was evolved 
to enable configuration factors to be determined and designed on the 
drawing board. Other devices have been described in references [1-3]2 

using mechanical systems, while except for reference [4], the possi­
bilities of projection have been relatively unexplored. 

Configuration factors may be calculated for any shape or type of 
surface where there is adequate time available for this purpose. In 
practice when time is limited, tables or graphical techniques are fre­
quently adopted. The proposed technique, as will become clear, is a 
special case of a graphical technique suggested by Zijl6 with advan­
tages not possessed by the original. These advantages are as follows: 

1 It may be used with a drawing or model at any scale. 
2 No redrawing is required for the determination of configuration 

factors at differing positions in space. 
3 Surfaces with specific values of configuration factor and of any 

shape may be drawn directly on the drawing board. 
4 Existing orthographic projections may be used irrespective of 

scale. 

Theory 
The instrument is based on the unit sphere concept introduced by 

Herrman around 1900. The configuration factor for a point P with 
respect to a surface S at a distance d from the surface is given by: 

„ C cos 8do) , , 
Fp-S= (1) 

Js x 
cos 6dS 

where dS' is the area dS projected onto the surface of a unit hen-
sphere. dS' projects onto the base of a unit hemisphere as dS" where, 

1 School of Architecture, University of California, Berkeley, Berkeley, Calif. 
2 Numbers in brackets designate References at end of technical note. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer 
Division August 29,1975. 

dS" = dS' cos 6 

Therefore, from (1) 

dS" 
FP-S = — (3) 

irr^ 

From equation (4) the projected area dS" divided by the area of 
the circle of radius r is the required configuration factor. 

The use of a variety of geometric projections is thus made possible. 
If the base of the hemisphere is divided into a number of equal areas, 
for example, 1000, and these areas are reprojected onto the surface 
of the hemisphere and then to some other convenient projection on 
which the surface projection of interest dS is also projected, the 
configuration factor may be obtained by counting the equal areas 
covering the surface. For convenience it is possible to project the 
centroids of these areas as dots, each of which in this example would 
represent a configuration factor value of 0.001. Since the device about 
to be described uses both the perspective projection and the cylin­
drical projection, a short description of these projections follows. 

Perspective Projection 
One advantage of this type of projection is that straight lines remain 

straight. Three of the terms necessary to an understanding of per­
spective geometry are, viewpoint, focal length, and picture plane. The 
focal length is the distance from the viewpoint to the picture plane. 
The picture plane is that plane in space on which the object being 
drawn is projected, this projection being the trace on the picture plane 
of the straight line connecting the viewpoint and the object. 

If one were to sit before a window and draw the view outside, the 
window would be the picture plane, the distance from the eye to the 
window the focal length, and the eye would be the viewpoint. Should 
the individual making the sketch move further from the window, the 
dimensions of the objects being drawn on the picture plane would 
become smaller. Increasing the focal length reduces the dimensions 
of the projected objects, as the solid angle subtended by the objects 
becomes smaller. In the second section of the paper a description will 
be given of the advantage that is taken of the above principle in the 
instrument as yet to be described. 

A second advantage that the perspective projection has is the re­
lationship that exists between it and the orthographic projection. The 
orthographic projection is a perspective projection with an infinite 
focal length, the trace lines being parallel. The orthographic projection 
is also equal to a perspective projection where the object being drawn 
is in the picture plane, i.e., the distance from the viewpoint to the 
object is the focal length of the projection. 

Cylindrical Projection 
On the projection illustrated in Fig. 1 are placed the dots previously 

described as being the centroids of equal configuration factor values. 
This projection has the heights of the constant angles of altitude 
proportional to the tangents of the angles of altitude, and the angles 
of azimuth proportional to the angles of azimuth. The lines marking 
constant altitude are straight lines; therefore, changes in azimuth may 
be made by lateral displacement of the projection in expanded form 
or rotation of the barrel. 

Description of the Scintilascope 
This instrument as shown in Fig. 2 consists of base, stem, arm and 

barrel. The base leaves a clear space below the arm. The stem is cali­
brated in centimeters and inches to register the height of the center 
of the small lamp shown, above the drawing board. 

Attached to the end of the arm is a 3V opthalmoscope lamp. This 
lamp becomes the viewpoint of a perspective projection. The overlay 
shown in Fig. 3 when positioned around the barrel of the scintilascope, 
positions each dot in space such that when the lamp is switched on, 
Fig. 4, the dots are projected in a perspective projection. Each dot 
having the configuration factor value* of 0.001. The overlay as illus­
trated, Fig. 3, is a cylindrical projection, i.e., the projection on to a 
cylinder of the angles of azimuth and elevation of those areas of equal 
value of configuration factor. 
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Fig. 1 Cylindrical projection

Because alterations of the height of the lamp also alter the focal
length of the perspective projection of the dots, an infinite number
of perspective projections becomes available. Since the usual plans
and elevations are orthographic, advantage is taken of the second
relationship between orthographic and perspective projection in the
following manner. The dimensions of the drawn surface to scale are
the real surface dimensions, and the dimensions of a perspective
projection of the surface on the picture plane.

The perspective projections of the dots, to the same scale, will en­
able the plane point configuration factor of the surface to be obtained
at the viewpoint of the perspective, or the lamp position. Altering the
focal length of the dot projections alters the angular relationships to
the surface, and is thus equivalent to redrawing the surface, as one
would do on the window previously described, while maintaining a
constant focal length.

Obtaining a Configuration Factor in Practice
Assume the surface whose configuration factor is required lies on

the X, Yplane of a set of orthogonal axes, the distance from the sur­
face being on the Z axis. To position the lamp correctly in space, the
lamp must be switched on, and the projected origin placed correctly
with respect to the X, Y plane, e.g. at the bottom right-hand corner
of a square. The distance from the square where the configuration
factor is required is set on the stem. The number of dots contained

· .· .·..... .... .· ... .· .· .·.. ,_.. ... . ..·..... .... . .· .·......... . .· .· .
0- .~ ---.-+--+--.........-.-.--.--.--- •---.-.,· .· .

·..... -...· .· .· .· .· .· .· .· ... .
Fig. 2 Sclntllascope
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Fig. 3 Conllguratlon factor oyerlay

within the square is summed, each dot being 0.001, to obtain the value
of the configuration factor.

To obtain the configuration factor on the same normal to the X, Y
plane, move the barrel towards or away from the surface as required.
To obtain a configuration factor on the same parallel plane, reposition
the origin by moving the base.

Dimensioning a Surface to Provide a Specific Value of
Configuration Factor

It is occasionally necessary, knowing the surface properties and

Fig. 4 Configuration factors are determined by summation of contained dots
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temperature of a surface, to provide a surface having a certain value 
of configuration factor at some point in space. With the instrument 
as described this becomes a simple exercise in graphics. Once more 
position the opthalmoscope lamp at the point in space where the 
necessary configuration factor is required. The Z distance is the dis­
tance from the surface to some selected scale and also is the distance 
from the lamp to the drawing board on which the surface will be 
drawn. Switch on the lamp and draw the surface to contain the re­
quired number of dots. This sketch will be the dimensions of the re­
quired surface to the same scale as that selected for the Z distance or 
focal length. 

It should be noted that this drawn surface may be as regular or ir­
regular as required. All that is required being that it contains the re­
quired number of dots. The sketched surface is also an orthographic 
projection of the surface to the scale previously described. 

A c c u r a c y of R e s u l t s 
Much of the accuracy of the instrument depends on manufacturing 

details. It is of importance to select a barrel radius which combines 
compactness with some reasonable degree of accuracy. To obtain some 
measure of this accuracy the instrument was tested and compared 
with results obtained by direct integration over the surface. The 
shapes tested were three squares each of unit side and disposed in an 
inverted L. The plane point configuration factors were then obtained 
on the lines normal to the plane of these surfaces, at a variety of dis­
tances from these squares. 

The greatest percentage error relative to that obtained by surface 
integration is given by E percent = 0.314 *~ a 8 8 4 e . The error results 
from graphical errors and the inclusion or exclusion of dots on the 
periphery of the surfaces over which the computations are being made. 

Unsteady and Two-Dimensional 
Flow of a Condensate Film 

S. D. R. Wilson1 

Nomenclature 
a = constant of integration 
A = kv{Tx - T0)/pg\ 
C=-A 
cp = specific heat of liquid 
Si Sh £2 = acceleration due to gravity; components in £1, £2 direc­

tions 
hi, h% hs = quantities associated with curvilinear coordinates 
k = thermal conductivity of liquid 
s, n = arc length and normal distance 
R = tube radius 
t = time 
T; To, Ti — temperature; wall temperature, vapor temperature 
u,v,w = velocity components 
u, v = mean values of u, v 

U = function defined by equation (10) 

x,y,z = Cartesian coordinates 
r, 8, z = cylindrical polar coordinates 
zo, zi, 22 = maximum extent of film (equation (16) et. seq.) 

1 Department of Mathematics, University of Manchester, Manchester, 
England. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCI­
ETY OF MECHANICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division May 19, 1975. 

A second projection was therefore made with dots of the value of 
0.0001. The results of the use of this projection were considerable 
reduction in relative percentage error, this being given by E percent 
= 0.2056 x -0-566. It is clear that the relative error is a function of both 
the configuration factor and the subdivision of the projection. 

D i s c u s s i o n 
The instrument as described may be used in a variety of problems 

with the advantages as listed in the introduction. These are most 
apparent when the surface is irregular, or the problem to be solved 
three dimensional. When the surfaces are regular, and graphical or 
tabular solutions are available, the instrument has the advantage of 
not requiring configuration factor algebra when the surfaces are not 
disposed about a common side. 

The relative percentage error, although not the absolute error, may 
become large at small values of configuration factor. It may, therefore, 
become necessary to further subdivide the projection to reduce this 
error. 

R e f e r e n c e s 
1 Eckert, E., "Bestimmung des Winkelverhaltnisses beim Strahlungsaus-
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a = inclination of tube to vertical 
/3 = cone semiangle 
8 = film-thickness 
X = latent heat of condensation 
v = liquid kinematic viscosity 
p = liquid density 
£i> {2, £3 = curvilinear coordinates 

Subscr ipts 

s = evaluation at interface 
<*> = steady-state value 
0 = evaluation at solid boundary 

A well-known field of study in the theory of condensation con­
cerns the situation in which the liquid condensate forms a thin 
film on the surface of cold solid objects such as tubes, fins, or fan 
blades. The film moves over the solid wall under the influence of 
gravity, inertia forces (if the wall is moving) and various forces due 
to the motion of the vapor. It is of interest to calculate the film 
thickness and heat transfer coefficient; the details of the velocity 
field in the liquid phase are of subsidiary importance. 

The number and variety of published papers in this area is very 
large, but almost all the analysis is subject to the restriction of 
steady flow in two dimensions (which is taken to include axisym-
metric flows). The reason is that in order to make mathematical 
progress the governing equations, which are nonlinear partial dif­
ferential equations, must be reduced to ordinary differential equa­
tions, and this can be done by means of thin-film approximations 
or similarity transformations in many cases in which the original 
number of independent variables is two. 

The purpose of the present work is to develop a theory in which 
the thin-film approximation is retained but in which the restric­
tion to steady flow in two dimensions is not made, so that two or 
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temperature of a surface, to provide a surface having a certain value 
of configuration factor at some point in space. With the instrument 
as described this becomes a simple exercise in graphics. Once more 
position the opthalmoscope lamp at the point in space where the 
necessary configuration factor is required. The Z distance is the dis­
tance from the surface to some selected scale and also is the distance 
from the lamp to the drawing board on which the surface will be 
drawn. Switch on the lamp and draw the surface to contain the re­
quired number of dots. This sketch will be the dimensions of the re­
quired surface to the same scale as that selected for the Z distance or 
focal length. 

It should be noted that this drawn surface may be as regular or ir­
regular as required. All that is required being that it contains the re­
quired number of dots. The sketched surface is also an orthographic 
projection of the surface to the scale previously described. 

A c c u r a c y of R e s u l t s 
Much of the accuracy of the instrument depends on manufacturing 

details. It is of importance to select a barrel radius which combines 
compactness with some reasonable degree of accuracy. To obtain some 
measure of this accuracy the instrument was tested and compared 
with results obtained by direct integration over the surface. The 
shapes tested were three squares each of unit side and disposed in an 
inverted L. The plane point configuration factors were then obtained 
on the lines normal to the plane of these surfaces, at a variety of dis­
tances from these squares. 

The greatest percentage error relative to that obtained by surface 
integration is given by E percent = 0.314 *~ a 8 8 4 e . The error results 
from graphical errors and the inclusion or exclusion of dots on the 
periphery of the surfaces over which the computations are being made. 

Unsteady and Two-Dimensional 
Flow of a Condensate Film 

S. D. R. Wilson1 

Nomenclature 
a = constant of integration 
A = kv{Tx - T0)/pg\ 
C=-A 
cp = specific heat of liquid 
Si Sh £2 = acceleration due to gravity; components in £1, £2 direc­

tions 
hi, h% hs = quantities associated with curvilinear coordinates 
k = thermal conductivity of liquid 
s, n = arc length and normal distance 
R = tube radius 
t = time 
T; To, Ti — temperature; wall temperature, vapor temperature 
u,v,w = velocity components 
u, v = mean values of u, v 

U = function defined by equation (10) 

x,y,z = Cartesian coordinates 
r, 8, z = cylindrical polar coordinates 
zo, zi, 22 = maximum extent of film (equation (16) et. seq.) 
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A second projection was therefore made with dots of the value of 
0.0001. The results of the use of this projection were considerable 
reduction in relative percentage error, this being given by E percent 
= 0.2056 x -0-566. It is clear that the relative error is a function of both 
the configuration factor and the subdivision of the projection. 

D i s c u s s i o n 
The instrument as described may be used in a variety of problems 

with the advantages as listed in the introduction. These are most 
apparent when the surface is irregular, or the problem to be solved 
three dimensional. When the surfaces are regular, and graphical or 
tabular solutions are available, the instrument has the advantage of 
not requiring configuration factor algebra when the surfaces are not 
disposed about a common side. 

The relative percentage error, although not the absolute error, may 
become large at small values of configuration factor. It may, therefore, 
become necessary to further subdivide the projection to reduce this 
error. 
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a = inclination of tube to vertical 
/3 = cone semiangle 
8 = film-thickness 
X = latent heat of condensation 
v = liquid kinematic viscosity 
p = liquid density 
£i> {2, £3 = curvilinear coordinates 

Subscr ipts 

s = evaluation at interface 
<*> = steady-state value 
0 = evaluation at solid boundary 

A well-known field of study in the theory of condensation con­
cerns the situation in which the liquid condensate forms a thin 
film on the surface of cold solid objects such as tubes, fins, or fan 
blades. The film moves over the solid wall under the influence of 
gravity, inertia forces (if the wall is moving) and various forces due 
to the motion of the vapor. It is of interest to calculate the film 
thickness and heat transfer coefficient; the details of the velocity 
field in the liquid phase are of subsidiary importance. 

The number and variety of published papers in this area is very 
large, but almost all the analysis is subject to the restriction of 
steady flow in two dimensions (which is taken to include axisym-
metric flows). The reason is that in order to make mathematical 
progress the governing equations, which are nonlinear partial dif­
ferential equations, must be reduced to ordinary differential equa­
tions, and this can be done by means of thin-film approximations 
or similarity transformations in many cases in which the original 
number of independent variables is two. 

The purpose of the present work is to develop a theory in which 
the thin-film approximation is retained but in which the restric­
tion to steady flow in two dimensions is not made, so that two or 

Journal of Heat Transfer MAY 1976 / 313 
Copyright © 1976 by ASME

Downloaded 23 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



three independent variables may be present. These will be the 
time and two space coordinates intrinsic to the solid boundary. 
The equation for the film thickness will, therefore, be a partial dif­
ferential equation in two or three variables, but (as will be shown) 
it is of first order and, therefore, amenable to solution by the 
method of characteristics. Examples will be given in which there 
are two independent variables and for which analytical solutions in 
closed form can easily be obtained. 

We first obtain the thin film equations in the general case. Let 
£1, £2 be orthogonal curvilinear coordinates intrinsic to the surface 
and let £3 be measured normal to the surface. This system may fail 
to be orthogonal as a whole at general points in space but will be 
approximately, and sufficiently, so near the surface. These coordi­
nates are related to Cartesian coordinates (x, y, 2) by equations of 
the form x = x(£i, £2, £3) etc.; and the quantities hi are defined by 

lafc a& a£;l 

in the usual way. 
The equation of the interface is £3 = 5(£i, £2, t) and the equation 

of heat conservation may be written 

('£>/'-" ~K*a (2) 

where F = £3 — 8, and square brackets denote the discontinuity in 
the enclosed quantity at the interface. The velocity components 
corresponding to £1, £2, £3 are u\, u% u3 and the average velocity 
components u\, u2 are defined by 

h2h3d£3 = { u\h2h3d%3; 
0 Jo 

hshtd^ = I u2h3hid%3 
0 Jo 

(3) 

(4) 

The continuity equation for the liquid is 

— (h2h3ui) + — (h3hxu2) + — (hih2u3) = 0 
a£i a£2 «£3 

Using equations (3) and (4) we find 

— Si J h2h3d£3\ + — \u2 I hahidk 
a£i [ J o J a£2 I Jo 

= - (h\h2u3)s + (uih2h3)s — + (u2hxh3)s — 
a£i a£2 

= (h,_h2k3)s \—[k grad T • grad F] - —) (5) 
ip\ at) 

from equation (2). 
The assumption that the film is thin will normally mean that 

Jo h2h3d£3 m h2h3b etc., that (hih2h3)s can be evaluated at the 
known solid surface rather than the unknown interface, and that 
grad T-grad F is approximately l[h3

2 aT/at-& The approximate 
form of equation (5) is therefore, 

a a 
— (h2h3ui&) + — (h3hi_a2b) 
a£i <?£2 

(h1h2h3)o— = — -—\k— (6) 
at pX h3 L a£3J 

In this equation hi, h2, and h3 are known. If u\, u2 and aT/a%3 can 
be determined, or suitably approximated, in terms of b, this equa­
tion becomes a first-order partial differential equation for b. In 
many cases the mechanical forces exerted on the liquid by the 
vapor can be neglected, in which case &i and u2 are determined by 
a balance between viscosity and the appropriate component of 
gravity. This gives ui = gi52/3e, u2 = g2b

2/3v. It is also common to 
neglect heat conduction in the vapor, so that [k/h3 aT/a^3] is ap­
proximately khT/b, making also the usual assumption of a linear 
temperature profile. 

As a simple example we have condensation on a vertical semi-
infinite plate x ^ 0, so that u2 = 0 and (6) reduces to 

„ B& v ah A 
b2 — + = -

ax g at 5 
(7) 

a problem solved by Sparrow and Siegel [1]. 
Somewhat more complicated is the problem of unsteady conden­

sation on a horizontal circular cylinder, of radius R\ than with 0 
measured from the uppermost generator we find 

„ab Rvab AR 1 . „ 
sin 6 b2 — + = 53cos 6 

a6 g at b 3 
(8) 

We note first that the steady-state solution is given by 

(sin S)4/3S4 = 4ARU(6) (9) 

where 

1/(0) = f ( s i n u ^ d u 
Jo 

(10) 

The steady-state thickness at 6 = 0 is (3Afl)1/4 and by setting 8 
= 0 in (8) the approach to this value may be calculated. We find 

- A \ 1/2 
exD i 4 - ( 

ii. 
bj'' 

exp (4 

exp 

v\SR/ 

v \ 

t - 1 

A\ 1/2̂  

SR/ 

(11) 

t\ + 1 

so that in contrast with the vertical plate, an infinite time is re­
quired (in theory) to establish the steady state. However, the 
steady state is reached effectively when the exponents in (11) are 
large compared with unity. Thus 5 is within 5 percent of b„ when 
4g/p(A/3R)1/2t = 3, and for water vapor, with AT = 50°C and R = 
2 cm, this gives t ~ % s. We conclude that the steady-state theory 
may be used in cases where fluctuations occur on a time scale long 
compared with this. 

We next consider steady condensation on a circular tube in­
clined at an angle a to the vertical. We use cylindrical polar coordi­
nates centred on the tube and with 6 measured from the upper­
most generator. The average velocity components u, v in the z 
0-directions, respectively, are given by 

u = — cos a b2, v = — sin a sin 0 b2 

3 c 3 J» 

and (6) becomes 

aS ab AR 1 
R cot a h smB — = — b cos I 

az a6 bs sin a 3 

(12) 

(13) 

The general solution of this may be obtained by the method of 
characteristics and is 

AAR / B 1 z \ \ 
(sin 0)4/3S4 U(6) = * ( tan - exp ( - - tan a ) ) (14) 

sin a \ 2 \ R II 
where $ is an arbitrary function. This function can be identified 
by using data at 2 = 0, the top end of the tube. Whatever the form 
of this may be, it is clear that if a ^ 0 the solution becomes inde­
pendent of 2 as 2 -* co and is in fact very similar to the solution for 
a horizontal tube (cf. equation (9)). This is in marked contrast to 
the case a = 0, when as is well-known, and follows immediately 
from (13), <5 °= 21/4. (Note also that there is a singularity in 5 at 8 = 
ir, usually interpreted to mean that condensate is dripping off the 
tube, as in the case of a horizontal tube.) 

It is interesting to continue this investigation somewhat further 
in the case of an evaporating film, for which the results are more 
remarkable. The equations can be shown to be the same but with 
the constant A taking a negative value; accordingly we put 
C = -A, so that C > 0 . 

Sufficient insight can be gained by considering the uppermost 
and lower-most generators 0 = 0 and B = ir, reducing (13) to an or­
dinary differential equation. On 6 = 0 we have 
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d5 1 
R cot a 1- - o : 

dz 3 

so that 

3Cfl 

sin 

CR 1 

sin a S3 

4z (t / 4 2 \ 
—l-a exp ( tan a I 
a \ 3R I 

(15) 

(16) 

and we note again that the structure of this solution is completely 
different from the case a = 0. 

Let us suppose that the film thickness at z = 0 is <5o- Then if the 
tube were vertical, the film would disappear at z = z0 where zn = 
5o4/4C. When a ^ 0 we find that the film disappears at z = z\, 
which is given by 

4 
- tan a — = 

3 R 
'1 + -

4 sin a 

3 R 
-zo (17) 

As a numerical example, suppose the data are such that C = 2 X 
10 - 1 0 cm3 and 50 = 2 X 10"2 cm. Then z0 = 200 .cm. If R = 1 cm 
and a is as small as 0.1 deg, we find Z\ = 180 cm, and if a = 1 deg, 
an error which might easily be found in engineering practice, we 
find zi = 76 cm. On the lowermost generator a similar calculation 
gives 

. 3CR / A 3CR\ / 4 z \ 
<54 = + lS0

4 I exp ( t a n a ) 
sin a \ sin al \ 3 R I 

The film disappears at z = 22 where 

4 4 z2 / 4 sin a \ 
- t a n « - = - l o g ( l - i _ s , 0 ) 

(18) 

(19) 

and so the film extends to infinity if 4/3 sin a zg/R > 1. In this sit­
uation the convergence of liquid round the tube more than offsets 
the evaporation, and (it may be shown) the wetted region becomes 
exponentially narrow, surrounding the line B = ir. 

The sensitivity of film flows to small inclinations of the tube has 
already been remarked upon (Wilson [2]). (It should be pointed 
out that this paper contains a numerical error; the factors 3/2 in 
equation (7) are spurious, and subsequently the factors 2/7 should 
be replaced by 1/3. It is consoling to note that the conclusions of 
that paper are marginally enhanced by the correction!) It is clear 
that the film thickness may be very different from the expected or 
average (with respect to 6) value, and this has obvious relevance to 
the problem of film stability and dry-patch formation. 

Finally we give an example to indicate that caution may be nec­
essary if the surface is not smooth (that is, contains edges or 
points). The surface is a cone of semivertical angle 8, with axis ver­
tical and point uppermost. Let s denote distance along a generator 
measured from the vertex, 6 the angle measured round the axis, 
and n the distance measured normally from the surface. Then (6) 
becomes 

lui IsS sin 8 + - <52 cos 8 ) 

d k /dT\ 
+ — (a25) = — ( — ) (s sin (3 + 8 cos B) (20) 

B8 p\ \dn/s 

For simplicity we suppose that all quantities are independent of 0. 
Then on the reasonable assumption that <5 cos B « s sin 8, we find 

d / l 

ds \ 3 / 

As 

S cos 8 

with the solution 

a4 = I!_i^ + Xs-4/3 
.7 COS/3 

(21) 

(22) 

The arbitrary constant K is determined from the conditions at 
s = 0 and it is natural to demand if = 0 to avoid a singularity. This 
may or may not be the case; but the argument cannot be sustained 
because the approximation 5 cos 8 « s sin /3 fails, as do the other 
thin film approximations. Nor is it correct to suppose that (22) is 
the asymptotic solution as s - • °°, and that K could be determined 
from a study of the more accurate equation 

8 3 s + - c o t 
k 3 

0«") 
dS 1 . 1 s 
— + - S 4 = ( + 
ds 3 Vcos /3 sin 

sin 8/ 
(23) 

It is not possible to solve this in closed form; but whereas (22) 
would indicate the form fr~ (12/7 As/cos /?)1/4 + 0(s-2B/12), in fact 
a correction term of order s _ 1 / 2 intervenes, whose coefficient is de­
terminate, giving 

/12 As \ i /« 5 /12 A \ i /2 

~ V 7 cos 0/ 

a/* 5 
+ — cot/? 

19 

/12 A \ i 

V 7 cos 8/ 
-1/2 (24) 

The conclusion of all this is that the errors incurred near s = 0 per­
sist and affect the solution for large s. 

It has been shown that, within the framework of the thin-film 
approximations, the solution of unsteady and three-dimensional 
condensation problems can be reduced to the solution of a first-
order partial differential equation and, thus, to the solution of a 
system of ordinary differential equations, thereby adding to the 
class of problems which can be solved in closed form. Two further 
points may be made. 

(i) The method can easily be extended to include effects due to 
vapor drag, external pressure gradients, forces due to rotation, and 
so on, provided that a simple explicit expression for the local aver­
age velocity in terms of 8 (and possibly the coordinates) can be 
found. The key approximation is that the flow is locally parallel to 
the wall, and this is of course the thin-film approximation. 

(ii) In cases where the characteristics cannot be found explicit­
ly, the system of ordinary differential equations is readily amena­
ble to numerical solution. 
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Introduction 
In 1971, Chun and Seban [l]3 reported experimental results for 

the evaporation of water from the surface of a falling film flowing 
turbulently downward on an electrically heated vertical tube. 
Under these conditions the local heat transfer coefficient at first 
diminishes in the region of thermal development and then be­
comes constant as the development is completed and the heat flux 
through the layer becomes constant, the evaporation at the surface 
then accounts for all of the heat flux that issues from the wall. The 
experimental results approximated this kind of variation and it 
was then concluded that asymptotic conditions had been ap­
proached at the end of the heated section. 

Subsequently, Mills and Chung [2] showed that excellent pre­
dictions of these results could be made as the asymptotic coeffi­
cients for a film of uniform thickness incorporating a turbulent 
transport specified by the usual van Driest model, modified in the 
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outer portion of the film by a specification of an eddy diffusivity 
deduced from the one specified by Lamourelle and Sandall [3] 
from gas absorption experiments. There are, however, defects in 
this model, for it gives asymptotic heat transfer coefficients which 
are too high in the case of heating and it also specifies for evapora­
tion a thermal development length far greater than the heated 
length of the experiment. For this reason, the question of appro­
priate turbulence models has been examined further, and addi­
tional experimental results have been obtained from essentially 
the same apparatus as that used by Chun. Unfortunately, the re­
vised system retained the same effective heated length, 23.6 cm, as 
in Chun's system, so that the experimental appraisal of the attain­
ment of asymptotic conditions retains the uncertainty insufficient­
ly appreciated in the initial examination. 

Within this limit, it is shown that a turbulence model used by 
Limberg [4] to predict the coefficients for the heating of a falling 
film can predict successfully the coefficients for evaporation by a 
modification of the eddy diffusivity in the outer portion of the film 
like that of Mills and Chung, but over a reduced extent of the film. 

C a l c u l a t i o n of t h e F l o w and H e a t T r a n s f e r 
The flow is assumed to be of constant properties, of constant 

flow rate, of uniform thickness, and to be fully developed. The lat­
ter assumption is supported by a numerical calculation for laminar 
flow using a program of the Genmix [5] type, which indicated, for 
an initially uniform velocity distribution, an approach of the wall 
friction to 2 percent of the value for a Nusselt type film at x lb = 
5.8 and 24.2 film thicknesses, for Reynolds numbers of 400 and 
1200, respectively. The development of a turbulent flow is expect­
ed to require no more than these small distances. 

The restriction to constant mass flow was satisfied by the rela­
tively small evaporation that existed in the experiments. 

The assumption of a uniform film thickness simplifies the solu­
tion of the momentum and energy equations by making the calcu­
lation like that used for a pipe or boundary layer flow. But this 
uniform film thickness is interpreted as the temporal average of 
the large amplitude waves on the surface of the actual film, and 
the relatively adequate predictions that are obtained from the uni­
form film model ultimately may turn out to be coincidental. An in­
dication of this has been given recently by Brumfield, Houze, and 
Theofanaus [6], who considered the absorption problem in terms 
of a thin laminar layer surmounted by large amplitude waves. 

Within the foregoing restrictions the momentum equation is: 

d , du d /tM \ du+ gv 
— (.v+ €M) — + g = 0oT-^r(— + l ) - r - r + ~ = 0 dy+ \ v I dy+ ~ = 0 (1) 

u/ dy dy 

Here, as usual, 

u , = VTO/P and u+ = u/uT and y + = yujv 

The integration of equation (1) with u = 0 a t y = 0 and du/dy 
= 0 at y = &, where 5 is the film thickness, gives the velocity distri­

bution and the integration of the velocity distribution gives the 
relation between the Reynolds number and the dimensionless film 
thickness. 

4r r 
— = 4 j 

(1 + mh) 

u+dy+ 

dy* 

The energy equation is, neglecting dissipation: 

aT a . aT . aT a a aT 
u — = — UH + ct) — o t u T — 

ax ay ay ax~* ay* 

(2) 

(3) 

m\ aT+ 
+ - ) — (4) 

where 

T* = TpcuT/qo 

The initial and boundary conditions are, for heating at a con­
stant rate 

Evaporation Heating 

'0 

y = 0 

T = T a a t (datum) 

a T = _ Q o 

ay k 

T = Tgat 

T = Tint (datum) 
sT=_Qo 
ay k 
aT 

•0 
W 

If only the asymptotic solutions, applicable for large x, are de­
sired, then for evaporation aT/ax = 0 and for heating dTm/dx = 
qo/pcT, so that the temperature profile is obtained from equation 
(4) by quadratures. This cannot be done, of course, for the case of 
heating with constant wall temperature, for which the complete 
thermal development must be calculated in order to obtain the as­
ymptotic values. But for turbulent flow with Prandtl numbers 
greater than unity there is little difference in the asymptotic 
values for constant heat rate and constant wall temperatures. 

For the complete solution, equation (4) has been solved numeri­
cally with the velocity profile given by equation (2), using an im­
plicit scheme similar to that of the Genmix programs [5], with 
200-900 increments in 8+. Such a solution yields the heat transfer 
coefficients h = qo/(TQ — Tsa t) for evaporation and h = qo/(To — 
Tm) for heating. 

T u r b u l e n c e M o d e l s 
The solution requires the choice of a turbulence model for the 

specification of tuh and of IHICM- The essential features of the 
three models used here are given in Table 1. The first is that of 
Mills and Chung [2], it is the van Driest model, modified in the 
outer region of the film by the use of an eddy diffusivity deduced 
by Lamourelle and Sandall [3] from gas absorption measurements 
made with water at a temperature of 25 °C. Mills modified this by 
including the surface tension, <r, in a way estimated to be applica­
ble for other water temperatures to give 

Model 

Table 1 Turbulence models 
mixing length / = fcy[l — e x p ( — y V 7 P / ^ + ) ] if) 

Inner region Cons tan t Interface 
r A+ f diffusivity region diffusivity region 

1 
Mills 

& 
Chung 

2 
Limberg 

3 
Present 

0.4 

0.41 

0.40 

To 

r 0 ( l - y / S ) 

r „ ( l - y / S ) 

26 1 None 

25.1 e - l - 6 6 - 0.6 < - « 1 
« 5 

eM = eM\y/8 = 0.6 

25.1 e - 1 . 6 6 - 0 . 6 < - < l 
5 o 

(y/8) 

eM = eMly/6 = 0.6 

Equa t ion (5) 

None 

Equa t ion (5) 

y e < y < 5 , Table 2 

Turbu len t 
Prandt l number 

0.90 

0.89 

0.90, 3A 

Equa t ion (6) , 3 
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— = 6.47 X 10~4, 
gl/3y4/3 / 4 T \ 1-678 

(5) 

This is less than the value given by the van Driest model in the 
outer region of the flow and it supplants this diffusivity when it 
has a lower value. Fig. 1 illustrates the diffusivity distribution for 
two typical values of S+. 

The second model is that used by Limberg [4] in his prediction 
of the results of Wilke [7] for the case of heating without evapora­
tion. It modifies the van Driest model in a minor way by using 
slightly different values of the constants, and in a significant way 
by a reduction factor of e - 1 - 6 6 ^ , and for y > 0.605 taking the dif-

' fusivity constant at its value for that position. These latter modifi­
cations are almost the same as taking the Nikuradse distribution4 

for the mixing length instead of 1 = icy. Pig. 1 shows the lower dif-
fusivities in the interior of the film that are given by this model 
which, however, incorporates no reduction in the diffusivity for the 
outer region of the film. 

The third model is the second model with a diffusivity in the 
outer region given by equation (5) but only over the region ye < y 
< 5 necessary t o give within 10 percent the absorption coefficient 
measured by Lamourelle at his lowest Prandtl (Schmidt) number, 
140. These values are given in Table 2. 

The eddy diffusivity distributions that are shown in Fig. 1 illus­
trate the much smaller region over which equation (5) is thus ap­
plied, compared to Model 1. 

In most cases the third model, called 3A when only the foregoing 
modification is used, is further altered by incorporating a relation 
like that of Habib and Na [9] for the turbulent Prandtl number 
near the wall. This specification, with the introduction of a factor 
0.90 so that the turbulent Prandtl number becomes 0.90 at large 
distances from the wall, is: 

^ = 0 , 9 0 _ ^ ^ P W i + > ( 6 ) 

£H 1 — exp ( - y + v j//a/B+) 

The values of B + are those given by Habib and Na. This form of 
the third model, used more generally, is called Model 3. 

Film Thickness 
Limberg [4] has already shown that the film thickness given by 

Model 2 corresponds to the experimental correlation of Brauer [10] 
for turbulent flow. Model 3 is equally good in this respect, while 
Model 1, because of its higher diffusivity, gives values of the film 
thickness, 5+ , which are 15 percent above the Brauer specification. 
These comparisons are, however, not decisive because Brauer's 
values are for an average film thickness, deduced photographically 
from a magnitude which in turbulent flow has an amplitude of the 
order of 0.75 because of the waves on the surface of the film. 

Nusselt Number for Evaporation 
Fig. 2 shows four examples of the variation of the local Nusselt 

number with respect to the generalized length, x+ = (x/v)\/Sg, as 
given by the various Models. Data are also shown, the open circles, 
being the original data by Chun [1] and the solid circles the repeat­
ed data; for these, the abscissa was evaluated using the value of 5 
given by the Brauer correlation. 

At atmospheric pressure, via - 1.77, at a Reynolds number of 
17500, the data agree best with Model 3, and are very considerably 
below the prediction of Model 1, though the asymptotic values, 
shown on the right-hand margin of the figure, are about the same 
for the two models. The length of thermal development is much 
greater for Model 1 because so much more of its total thermal re­
sistance is situated in the outer part of the liquid film. That length 
is shortened for Model 3 because the greater part of its thermal re­
sistance is closer to the wall, but at the last data location, at x = 
23.6 cm, the Nusselt number given by Model 3 is still 6 percent 

4 Reference [8, p. 568] 

Fig. 1 The eddy diffusivity for momentum curve numbers refer to the 
model number of Table 1. Curves M are equation (5), part of Models 1 
and 3. 

above its asymptotic value. 
At the lower Reynolds number, 7600, the data are again in best 

accord with the prediction of Model 3. At the last data point, x = 
18.4 cm in this case, the prediction of Model 3 is about 5 percent 
above the asymptotic value, because of the reduced thermal entry 
length at the lower Reynolds number. 

For the higher Prandtl number of 5.7, obtained by operation at 
subatmospheric pressure, at a saturation temperature of 28.3°C, 
the prediction from Model 1 is again high and only the prediction 
of Model 3 is shown. The data for a Reynolds number of 8100 are 
slightly below this prediction and they show a tendency toward as­
ymptotic behavior. At a Reynolds number of 4180, two sets of data 
are available, and together they tend to confirm Model 3, though 
on the average they are slightly below that prediction. At the last 
position of measurement, x = 23.6 cm, the prediction is 18 percent 
above its asymptotic value at the Reynolds number of 4180 and it 
is 20 percent above its asymptotic value at the Reynolds number of 
8100. 

Asymptotic Nusselt Numbers for Evaporation 
Fig. 3 shows the asymptotic values of the Nusselt numbers that 

are predicted by the various models. The data that are shown there 
are those for the last location of measurement and, as already indi­
cated, these may be substantially above the asymptotic value. 

In this representation, as was shown by Mills and Chung, Model 
1 is the best representation of the data, but this correspondence is 
now regarded as a coincidence because of the very large thermal 
entry length associated with that Model. The present view is that, 

5 + 

r 
4 -

M 

250 

17363 

2.16 

Table 2 

> 130 

8106 

3.35 

115 

6999 

3.46 

76 

4190 

4.89 
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thermal development re-
Flg. 2 Nusselt number for evaporation In the ' |(JS a r e Chun [1] re­
gion. Curves: numbers are model numbers. Open margin are as-
sults. Solid circles are present results. Indications o 
ymptotlc values for the numbered models. 

. l u e s of the Nusselt 
had the test section been longer, asymptotic o b t a ined, par-
number corresponding to Model 3 would have n c e w i t h t h e 

ticularly at the Prandtl number of 5.7, in co 
trends that are shown in Fig. 2. ^ e ;nclusion of 

The predictions for Model 2 show the need ^ ^ without 
the part of the outer region resistance of equa io ^ ^ 
it, the prediction of this Limberg model is far aD 

Nusselt Numbers for Heating g of M o d e l 2 1 0 
Limberg [4] compared the asymptotic predic l t h o u g h t h e 

the data of Wilke [7] and showed fair c o ' r e s p ° " h o W S the compari-
predicted Nusselt numbers were higher. Fig. ^ .g o b t a m e d 
son for a Prandtl number of 5.4, where the cu ^ ^ ^ ^ 
from the correlation given by Wilke for all o » ^ . ^ c o r r e i a . 
tion of Model 2 is as much as 25 percent above ^ i n c l u s i o n of 
tion. The prediction of Model 3 is better due ^ . ^ o u t g j d e 

equation (6). For heating the reduced d l f f" s l V 1 y
a l n l 0 s t z ero there, 

of the layer has no effect because the heat ilux. ^ ^ 2 M o d e l 

hence Model 3A gives the same prediction as a ^ 
1 is seen to give predictions which are excesS1VeJater, without evap-

Some data were obtained for the heating o ' l e d c o r r espon-

oration, at a Prandtl number of 6.35 and these r ^ ^ ^ ^ ^ 
dence with Model 3 within 10 percent at all v a ^ ^ ^ h e a t ing 
cause of the reduced thermal entry length in ^ a s y m p t o t i c re-
the last three data locations were essentiaUy in ^ minhers be-
gion. Such confirmation was obtained for eyn ^ e x p e r imen-
tween 3000 and 8000. In this range, Gimbutis i u j 

Fig. 3 Asymptotic Nusselt numbers for evaporation. Curves: numbers 
refer to models: L, laminar flow; WL, wavy laminar flow Chun [1], IV, 
Wilke correlation for heating. 

tal results which are about 10 percent lower at a Reynolds number 
of 4000, and less than 3 percent lower at Reynolds numbers greater 
than 8000. He has offered a model with increased sublayer resis­
tance at lower Reynolds numbers to account for his lower Nusselt 
numbers in the lower Reynolds number range. 
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Heat Transfer Across a 
Turbulent Falling 
Film With Cocurrent Vapor 
Flow1 

G. L. Hubbard,2 A. F. Mills,3 and D. K. Chung4 

Nomenclature 
Cb = v4psg/a3, capillary-buoyancy number 
Cp = heat capacity 
h = heat transfer coefficient 
k — thermal conductivity 
Pr = Prandtl number 
Re/, = 4r/c , film Reynolds number 
T = temperature (°C) 
v * = Vrio/p, friction velocity 
y = coordinate normal to wall 
F = volume flow rate per unit wall width 
S = film thickness 
« = eddy diffusivity 
v = kinematic viscosity (m2/s) 
p = density 
a = surface tension (N/m) 
T = shear stress 

Subscr ipts 

i = at the interface 
t = turbulent 
w = at the wall 

Superscr ip ts 

+, * = dimensionless 
0 = zero interfacial shear 

In reference [1]B we presented an analysis of heat transfer across 
a turbulent falling film, using an eddy diffusivity profile comprised 
of the conventional van Driest model [2] close to the solid wall, and 
near the interface the model deduced by Lamourelle and Sandall [3] 
from their gas absorption experiments. Excellent agreement was 
obtained with the experimental data of Chun and Seban [4] for 
evaporation from a freely falling film. Since previous analyses, based 
on conventional hypotheses about turbulent transport consistent with 
pipe flow, e.g., [5, 6], were shown by Chun and Seban to be quite in­
adequate, the analysis of [1] provides the first satisfactory method 
for making engineering calculations of evaporation from, or conden­
sation on, turbulent falling films. However, the gas absorption data 
of Lamourelle and Sandall were limited to a freely falling film of water 
at 25°C only, and hence extrapolation to situations where the fluid 
properties are different (as was done theoretically in [1]), or where 
interfacial shear is present, is not justified. Recently [7, 8, 9] we have 
reported experiments on gas absorption into a turbulent falling film 
for a wide range of liquid properties for both a freely falling film, and 
with a cocurrent gas flow giving interfacial shear forces of the same 
order of magnitude as gravity. Our objective here is to use an eddy 
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Center on Project S142, and by the National Science Foundation on Grant 
GK-40180. Computer time was supplied by the Campus Computing Network 
of the University of California, Los Angeles. 
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4 Mechanical Engineer, Atomics International, Canoga Park, Calif. 
6 Numbers in brackets designate References at end of technical note. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer 
Division January 21,1975. 

diffusivity model based on this new gas absorption data to demon­
strate an engineering method for calculating heat transfer across (i) 
a freely falling turbulent film, and (ii) a turbulent film with interfacial 
shear due to cocurrent vapor flow. 

Our analysis imagines a time-wise steady film thickness, and the 
Nusselt assumptions of negligible inertia forces and energy convec­
tion, appropriate for a slowly growing film, are invoked. There is ob­
tained 

R e L ; 
4r r 

* — = 4 I 
v »/o 

s+ 1 - gvy+/v*3 

(S+ - y+)dy+ 

h /v\ i/s _ v* 

W ~ G?«)I/3 k\g> 0 ' 

dy+ 

Pr 
1 + ( e + - l ) 

Pr t 

(1) 

(2) 

where v* = TW/P = gS + nip. Once an eddy diffusivity profile e+(y+) 
is specified, equations (1) and (2) can be solved to obtain the dimen­
sionless heat transfer coefficient as a function of film Reynolds 
number. In developing the eddy diffusivity profile we again use the 
van Driest model [2] in the near wall region, but now allow for the 
varying shear stress T = pg(8 — y) + T,-, to obtain 

1 1 T T "11/2 
• - + - 1 + 0.64y+2 — (1 - exp(-y+/26))2 

2 2 L TW J 
(3) 

Near the interface we assume a power law variation for the eddy dif­
fusivity and unity turbulent Schmidt number; then the correlations 
for mass transfer coefficient in [8,9] give (following [3]) 

8 . 1 3 X 1 0 - 1 7 M 2 « T 
>1+-

Cfcu*2 -Rez,2"[l + b(T i/Tu ,0)]2(5+-y+)2 

(4) 
where n = 6.95 X 102 (i/m2/s)1/2, b = 0.9 + 1.73 X 1012 (iw2/s)2 , and 
rw° is calculated using the Brotz equation for film thickness, Rex, = 
57.25+. Equation (4) was established for v, a, and Cb in the range 0.66 
X 10-6-2.75 X 10-6 m2/s, 22.7 X 10~3-73.5 X 10~3 N/m, and 5.48 X 
10_12-3.44 X 10~9, respectively. The two expressions for c+ given by 
equations.(3) and (4) are terminated at their intersection. A value of 

0.3 

0.2 

0.15 

2000 3000 4000 10,000 15,000 

Fig. 1 Comparison of predicted heat transfer with experimental data for 
evaporation of Chun and Seban [4]; zero Interfacial shear 
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Fig. 2 Effect of Interfacial shear on heat transfer: water at 100 and 25°C 
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Prf is required to complete specification of the model; in the absence 
of information to the contrary, Pr ( was taken to be a constant value 
to be determined by comparison with experiment. 

Fig. 1 shows a comparison of the predictions for a freely falling film 
with the Chun-Seban data. Thermophysical properties were evaluated 
at the temperature indicated, and obtained from [10] (k, ix, p, Cp) and 
[11] (a). The agreement between prediction and experiment is not as 
good as we previously obtained [1], particularly at the lower Pr values 
where the Rez, exponent is markedly less than the experimental value 
of 0.4. Nevertheless, the present model is to be preferred since the 
liquid properties dependence of e+ is obtained from experiment rather 
than the Levich theory [12], as was the case in [1]. (The extrapolation 
in v required for water at 100°C, i.e., 0.30 X 10~6, is modest since the 
range tested was 0.66 X 10 -6-2.75 X 10~6.) In addition, we argued in 
[9] that the Lamourelle and Sandall mass transfer coefficients used 
to develop the e+ model in [1] exhibit too high a Reynolds number 
exponent owing to contamination associated with closed loop oper­
ation without adequate water filtration: since the Chun-Seban heat 
transfer experiments were also operated closed loop without filtration, 
the precise agreement between prediction and experiment shown in 
[1] was perhaps more than fortuitous. Fig. 1 also shows that both Pr t 

= 0.9 and 1.0 give satisfactory agreement with experiment; in the 
calculations which follow we used Pr ( = 0.9. We also note that the 
increased deviation between prediction and experiment at higher 
temperatures is possibly due to inaccurate representation of the eddy 
diffusivity in the midregion of the film. Such an error is expected to 
become more significant with decrease in Prandtl number. 

Fig. 2 shows the effects of interfacial shear for water at two tem­
peratures, 25 and 100°C and a range of interfacial shear stress from 
TihuP = 0 to 1.2. Thus, the interfacial shear forcing ranges up to a 
value equal to the gravity forcing, which corresponds to the range of 
shear stress which obtained in the gas absorption experiments. The 
marked effect of interfacial shear on the heat transfer coefficient can 
be seen. Very recently Ueda, Kubo, and Inoue [13] experimentally 
determined condensation heat transfer coefficients for a turbulent 
falling water film inside a vertical tube with interfacial shear exerted 
by a high velocity cocurrent vapor flow. The experiments were for T 
= 89° C (Pr = 2.0); a comparison of theory with experiment is shown 
in Fig. 3. Given the scatter in the data we conclude that the agreement 
is satisfactory (we disregard the discrepancy at T;* = 10 because (i) 
the data are very poor, and (ii) we have already demonstrated the 
adequacy of the model in the limit of zero shear through the com­
parisons with the Chun-Seban evaporation data). Note that (i) the 
calculations for r,* > 10 involve extrapolation to higher shear values 
than obtained in the gas absorption experiments, and (ii) calculations 
using the van Driest model, equation (3), without the interface 

Fig. 3 Comparison of predicted heat transfer with experimental data for 
condensation with cocurrent vapor flow of Ueda, et al. [13] 

damping of equation (4), gave heat transfer rates which were 54 per­
cent higher at T;* = 10 and 31 percent higher at T;* = 200. In [13] 
Ueda, et al., compared predictions of the Rohsenow, Webber, and Ling 
analysis [5] with their data and concluded that the predicted heat 
transfer coefficients were too high, particularly at the lower values 
of T;*. Our predictions are lower than those of [5] due to our ac­
counting for damping of turbulence near the interface. 

We conclude that our eddy diffusivity model is superior to previous 
proposals both for freely falling films, and when interfacial shear is 
present, and recommend its use for engineering calculations. 
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Locally Nonsimilar Solution for 
Laminar Free Convection 
Adjacent to a Vertical Wall 

Tsai-ise Kao1 

A n a l y s i s 
With the exception of a few specially prescribed boundary condi­

tions at the wall for laminar free convection adjacent to a vertical wall, 
the problem is usually nonsimilar. Thus, one often has to solve a set 
of coupled nonlinear partial differential equations numerically. The 
locally similar method avoids this by deleting the streamwise deriv­
ative terms, thus changing the partial differential equations into 
nonlinear ordinary differential equations and saving a considerable 
amount of computer time. However, the error introduced by this 
technique cannot be easily estimated. Recently, the locally nonsimilar 
method was introduced by Sparrow, et al. [1,2]2 to improve this local 
concept. Like the locally similar method, this technique is locally 
autonomous. Solutions at any specified streamwise station can be 
obtained without first obtaining upstream solutions. In this short note, 
we shall employ this locally nonsimilar method to look at some 
nonsimilar laminar free convection problems. Only the two equation 
model will be considered here. 

As a starting point, the set of conservation equations governing 
laminar free convection adjacent to a vertical wall (see Fig. 1) will be 
transformed into the following: 

/ " ' + (3 - 2~0)ff" ~ 2/'2 + 0 = mf'af'UZ - f aflat) (D 

1/PR8" + (3 - 2~fS)f8' - 4j3f'6 = 4£(f'a6/a$; - 0'aflaQ (2) 

(3 - 20)/(£, 0) + Akalatfd, 0) = y(x) 
-Vwx 

f ( { ,0 ) = 0, 0(£,O) = 1 

/'(£,<») = 0, fl(f,o=) = 0 

[4/Grx]i/"i (3) 

(4) 

Here primes denote partial derivatives with respect to t\. Vw is the 
transpiration velocity at the wall and Gr* is the local Grashof number. 
The transformations used are as given in references [3] and [4]: 

IX 

I = §* \TW - T„\dx 

V = Ci(Tw - T-)V*y/?l* 

m, v) = (Tw - T„)V2f/4ClVl;3'* 

0(i, r,) = T- TJTW - T . 

{Tw - T„)dxl(Tw - TMd(Tw -

(5) 

(6) 

(7) 

(8) 

T„)/dx (9) 

Where C\ = (gj3/4v2)l/4, \p is the usual stream function introduced to 
satisfy the continuity equation. 

In the locally similar method, the right-hand sides of equations 
(l)-(4) are assumed to be small and thus deleted. The equations that 
are left are treated as ordinary differential equations and solved with 
the streamwise variables (/3 and 7) as parameters. According to 
Sparrow's two-equation locally nonsimilar method, the terms on the 
right-hand side are all retained. Auxiliarly differential equations are 

1 Senior Thermal/Hydraulic Engineer, Nuclear Department, Foster Wheeler 
Energy Corp., Livingston, N.J. Assoc. Mem. ASME. 

2 Numbers in brackets designate References at end of technical note. 
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vision December 29,1975. 
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Fig. 1 Physical coordinates 

introduced to provide an approximation for them. These auxiliarly 
equations are obtained simply by differentiating equations (l)-(4) 
with respect to £ and defining the new dependent variables: 

g = af/a£, v = a6hi (10) 

to allow the right-hand side of equations (l)-(4) to be retained. Thus: 

g"> + (3 - 2~P)fg" ~ Sfg1 + (7 ~ W)f"8 +<P~ Hdfrdtff" 

= 41-a/al-Wg' - f"g) (11) 

1 /P iV ' + (3 - 2,§)/y - 4(1 + f))fO + (7 - 2$)g0' 

- d^/df (4flf + 2f0') - 40%' = 4£d/a£(fV - 0'g) (12) 

(7 - 2i§)g - ay hi, = -4fc>/3$(g) + 2/(£, 0)djS/d| (13) 

g U 0 ) = g ' ( | , » ) = 0 

<da, 0) = <?(£, «=) = 0 (14) 

To close the system of equations at this second level, ag/a% and dtp/a!; 
are deleted from equations (11)-(14). Together with equations (l)-(4), 
we will have a system of ordinary differential equations. A standard 
shooting technique, as described by Nachtsheim and Swigert [5] is 
used to solve this set of equations. 

E x a m p l e s and D i s c u s s i o n s 
In order to find out how much improvement is obtained by the two 

equation locally nonsimilar method as applied to free convection 
problems, two examples will be considered. 

In the first example, let us consider the case Tw — T„ = sin (X). 
The result for the nondimensional temperature gradient at the wall 
is plotted in Fig. 2. Also shown are the numerical solution from ref­
erences [3, 4] and the local similarity solution. Near the leading edge, 
all three solutions show close agreement. However, the local similarity 
model starts to diverge for X > 1.0. The local nonsimilar solution 
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Fig. 2 Comparisons of non-dimensional wall temperature gradient for si­
nusoidal temperature variation 

proximation for 7 = ±0.5. Thus we see that the locally nonsimilar 
method can provide a very good approximation to these nonsimilar 
free convection problems. Its simplicity lends strong support to the 
use of the method. 
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holds up pretty well till X = 1.6. At X = 1.6 the deviation from nu­
merical solution of the locally nonsimilar model is about 3 percent as 
compared to 9.4 percent for local similarity model. 

As a second example, consider the case of free convection adjacent 
to an isothermal vertical wall with uniform transpiration. The result 
for Nu/Nu* for the case of air (Pr = 0.72) is shown in Fig. 3. Here Nu* 
is the Nusselt number for an impermeable wall. Comparison with the 
numerical solution of Parikh, et al. [6] shows that the locally nonsi­
milar method is quite accurate over a fairly large range of 7, as com­
pared to the local similarity solution. Also shown is the two term series 
solution of Sparrow and Cess [7] which provides a rather good ap-

Combined Free and Forced 
Convection in Inclined Circular 
Tubes 

J. A. Sabbagh,1 A. Aziz,1 A. S. El-Arirty,1 and G. 
Hamad2 

The problem 0/ combined free and forced convection in an in­
clined circular tube with uniform peripheral temperature and 
axial heat flux has been studied experimentally. For fixed Pr and 
Ra, experimental data showing the effect of tube inclination and 
Reynolds number on temperature and axial velocity profiles are 
reported and found to agree qualitatively with the theoretical 
predictions [7].3 Also shown is the variation of Nusselt number 
with inclination angle for Ra Re = 30,000. No optimum angle for 
maximum Nusselt number was found. 

Nomenclature 
a = radius of the tube 
A = axial pressure gradient = —(aP/aZ + pwg sin a) 
c = specific heat 
C = axial temperature gradient = aT/aZ 
g = gravitational acceleration 
h = heat transfer coefficient 
k = thermal conductivity 
Nu = Nusselt number = 2ha/k 
P = pressure 
Pr = Prandtl number = fic/k 
Ra = Rayleigh number = p c fi g a* C/kv 
Re = Reynolds number = A a3lip v2 

T = temperature 
w = nondimensional axial velocity = aW/Re v 
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proximation for 7 = ±0.5. Thus we see that the locally nonsimilar 
method can provide a very good approximation to these nonsimilar 
free convection problems. Its simplicity lends strong support to the 
use of the method. 
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holds up pretty well till X = 1.6. At X = 1.6 the deviation from nu­
merical solution of the locally nonsimilar model is about 3 percent as 
compared to 9.4 percent for local similarity model. 

As a second example, consider the case of free convection adjacent 
to an isothermal vertical wall with uniform transpiration. The result 
for Nu/Nu* for the case of air (Pr = 0.72) is shown in Fig. 3. Here Nu* 
is the Nusselt number for an impermeable wall. Comparison with the 
numerical solution of Parikh, et al. [6] shows that the locally nonsi­
milar method is quite accurate over a fairly large range of 7, as com­
pared to the local similarity solution. Also shown is the two term series 
solution of Sparrow and Cess [7] which provides a rather good ap-

Combined Free and Forced 
Convection in Inclined Circular 
Tubes 

J. A. Sabbagh,1 A. Aziz,1 A. S. El-Arirty,1 and G. 
Hamad2 

The problem 0/ combined free and forced convection in an in­
clined circular tube with uniform peripheral temperature and 
axial heat flux has been studied experimentally. For fixed Pr and 
Ra, experimental data showing the effect of tube inclination and 
Reynolds number on temperature and axial velocity profiles are 
reported and found to agree qualitatively with the theoretical 
predictions [7].3 Also shown is the variation of Nusselt number 
with inclination angle for Ra Re = 30,000. No optimum angle for 
maximum Nusselt number was found. 

Nomenclature 
a = radius of the tube 
A = axial pressure gradient = —(aP/aZ + pwg sin a) 
c = specific heat 
C = axial temperature gradient = aT/aZ 
g = gravitational acceleration 
h = heat transfer coefficient 
k = thermal conductivity 
Nu = Nusselt number = 2ha/k 
P = pressure 
Pr = Prandtl number = fic/k 
Ra = Rayleigh number = p c fi g a* C/kv 
Re = Reynolds number = A a3lip v2 

T = temperature 
w = nondimensional axial velocity = aW/Re v 
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W = actual axial velocity 
Z = axial coordinate 
a = tube inclination 
(1 = volumetric coefficient of thermal expansion 
p = density 
H = dynamic viscosity 
v = kinematic viscosity 
0 = nondimensional temperature = Tw — T/Re C a Pr 
0 = angular coordinate 

Subscripts 

w = value at wall 

Introduction 
The process of combined free and forced convection in circular 

tubes has been studied both theoretically and experimentally by 
several workers [1-4]. However, the bulk of the work pertains to 
the limiting cases of horizontal and vertical tubes. For inclined 
tubes, the available information appears to be limited to the theo­
retical contributions of Iqbal and Stachiewicz [5], Futagami and 
Abe [6], and Cheng and Hong [7]. In [5] the authors adopted a per­
turbation approach to analyze the effect of tube orientation on 
heat transfer in uniformly heated circular tubes. The important 
conclusion was that for any combination of Rayleigh, Reynolds, 
and Prandtl numbers, there is an optimum inclination angle in the 
range of 20-60 deg which gives the maximum Nusselt number. A 
similar conclusion based on perturbation analysis was reached in 
[6]. In reference [6] experimental data are also reported but no at­
tempt was made to check the effect of inclination angle on Nusselt 
number. Cheng and Hong [7], on the other hand, employed a com­
bination of the boundary vorticity method and the line iteration 
method and obtained detailed numerical results illustrating the ef­
fect of tube inclination, Rayleigh, Reynolds, and Prandtl numbers 
on flow and heat transfer characteristics. Their results showed that 
the perturbation approach [5] was invalid and that there was no 
optimum inclination angle. 

The present experimental work was initiated to supplement and 
check the aforementioned theoretical works. The parameters se­
lected for this study were tube inclination and Reynolds number. 
The results described here deal with the effect of these parameters 
on the velocity and temperature profiles and the Nusselt number. 
A qualitative comparison is made with the corresponding theoreti­
cal predictions [5, 7]. 

Experimental Setup 
Fig. 1 shows the schematic of the rig. It consists of a 3.175 cm ID 

copper tube mounted inside a 6.350 cm ID steel tube, the tube 
lengths being 365.7 cm. The inner tube was supplied with air from 
a centrifugal fan through suitable gauze screens fitted at the tube 
entrance. The flow was measured by an orifice. The annular space 
between the tubes was filled with high-tension oil which was heat­
ed by six nichrome heating elements, mounted axially and spaced 
uniformly around the annulus. This arrangement gave constant 
axial heat flux and uniform peripheral wall temperature. Power 
was supplied to the heating elements through a variable trans­
former and measured with an ammeter and a voltmeter. The entire 
tube assembly was insulated with 5.175 cm thick glasswool which 
was fixed in wooden supports on a flat table. The table could be in­
clined to any desired angle from 0 to 90 deg by means of a pulley 
and rope arrangement. 

Chrome-alumel thermocouples were installed at different axial 
locations to measure the axial temperature gradient and the vari­
ous heat losses. At the test section, which was located 172.7 cm 
from the entrance, six thermocouples were uniformly distributed 
around the periphery. A similar arrangement was employed at a 
section 45.7 cm upstream from the test station. For both locations, 
the peripheral temperature variation was found to be uniform to 
within 1.6 percent. At the test station, the temperature and axial 
velocity distributions across a diameter were measured. For tem­
perature measurement, a constantan-alumel thermocouple with 

To rope and pulley 
arrangement 

Test tube 
SEC. X.X 

Fig. 1 Sketch of the experimental setup 

tip size of about 2 mm was used and was mounted on a traversing 
mechanism. The axial velocity was measured by a pitot-static tube 
(2.5 mm tip) with micrometer traverse control. Both the tempera­
ture and velocity probes gave steady and reproducible results. 

Experiments were conducted to study (i) the effect of tube incli­
nation and (ii) the effect of Reynolds number on the velocity and 
temperature profiles and the Nusselt number. For (i), the govern­
ing flow parameters were fixed at Pr = 0.72, Ra = 40.8, and Re = 
746 and tests were carried out at inclination angles of 0, 30, 45, 60, 
and 90 deg. For (ii), the inclination angle was fixed at 45 deg, and 
with Pr = 0.72 and Ra = 40.8, test runs were made at Re = 740, 
975, and 1204. 

Results and Discussion 
Following [7], the velocity and temperature are made nondimen­

sional as 

Rei< 
-W, 8< 

T — T 

Re C a Pr 

where the symbols are so defined in the Nomenclature. Fig 2 shows 
the effect of tube inclination on the axial velocity and temperature 
distributions along a diameter, 0 = 0, <j> = ir. For a = 0 (horizontal 
tube), both the velocity and temperature profiles are distorted, the 
values in the lower half of the tube being higher than those in the 
upper half. This appears to be due to the secondary flow resulting 
from buoyancy effects. As the inclination angle increases, the sec­
ondary flow effect diminishes and both the velocity and tempera­
ture profiles progress toward symmetry. For the limiting case of a 
= 90 deg (vertical tube) the profiles are axially symmetric (within 
experimental accuracy). As the tube inclination increases, the 
magnitude of the velocity and the temperature difference de­
creases, the former in accordance with the momentum balance and 
the latter due to diminution of convective action associated with 
secondary flow. 

It is interesting to note that in the central core region, the veloc­
ity appears to vary linearly with radius but this trend is not 
marked in the temperature profiles. In previous studies on a hori­
zontal tube [4], both the velocity and temperature profiles have 
been found to exhibit this linear trend. 

Numerical results corresponding to the experimental data of 
Fig. 2 are found in Figs. 2(c) and 3(c) of [7]. Although Pr and Ra 
are essentially identical in the two cases, the difference in Re (746 
as against 100 in [7]) precludes a quantitative comparison. How-
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Fig. 2 Effect of tube Inclination on axial velocity (upper portion) and tem­
perature (lower portion) profiles along <p = 0, <fi = ir 

ever, on a qualitative basis, the two results are seen to be in agree­
ment. 

The effect of Re on the velocity and temperature profiles is 
shown in Fig. 3 for an inclination angle of 45 deg, Pr = 0.72 and Ra 
= 40.8. As Re increases, the magnitude of the maximum velocity 
and the maximum temperature decreases and their locations shift 
toward the lower wall. These findings are consistent with the theo­
retical results contained in Figs. 2(6) and 3(6) of [7]. It is worth 
noting that at Re = 1204, the temperature profile exhibits quite 
distinctly the linear trend mentioned previously. 
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Fig. 3 Effect of Reynolds number on axial velocity (upper portion) and 
temperature (lower portion) profiles along <j> = 0, <j> = v 
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Fig. 4 Variation of Nusselt number with tube Inclination 

In Fig. 4, the Nusselt number is plotted as a function of the in­
clination angle. Also shown are some results of Iqbal and Stachiew-
icz [5] and Cheng and Hong [7]. The curves are characterized by 
the parameter Re Ra. The results of [7] show that at Re Ra = 1000, 
the Nusselt number increases slightly with inclination angle. At Re 
Ra = 3000, the trend is opposite but the dependence on inclination 
angle is still slight. At Re Ra = 30,000 (present work) the Nusselt 
number decreases significantly with inclination angle. The present 
values of Nusselt numbers of 7.85 and 4.76 for the limiting cases of 
a = 0 deg (horizontal tube) and a = 90 deg (vertical tube), respec­
tively, agree within 6 percent with known numerical results [4, 1]. 
The fact that no optimum a was found in the present study sup­
ports the conclusion in [7] that the perturbation solution [5] is in­
valid. 
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shown in Fig. 3 for an inclination angle of 45 deg, Pr = 0.72 and Ra 
= 40.8. As Re increases, the magnitude of the maximum velocity 
and the maximum temperature decreases and their locations shift 
toward the lower wall. These findings are consistent with the theo­
retical results contained in Figs. 2(6) and 3(6) of [7]. It is worth 
noting that at Re = 1204, the temperature profile exhibits quite 
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Fig. 1. Model of fin 

The transient response of straight fins with the base of the fin 
subject to changes in temperature or heat flux was analyzed in an 
earlier paper.2 There are many situations where heat transfer takes 
place from one fluid at temperature 0/ to another at temperature 0, 
separated by a solid boundary with fins on one side as shown. 
Within the limitations of one-dimensional analysis, a possible ap­
proximation to the boundary condition at x = L is the convective 
boundary condition (ignoring the thermal resistance and capacity 
of the wall material shown dotted). Using this approximation, two 
cases will be considered: (a) when there is a step change in 8/ and 
(b) when fy, is a periodic function of time. 

(a) Step Change in Base Fluid Tempera tu re . Using di-
mensionless variables x = x/L, t = ar/L2, 6 = 0/0f and m2 = 
hP 7^4- L2, the differential equation for 0 is 
kA 

0,0-

d20 

0; x = 0, — -
ax 

-m20--=O 
at 

aO „ • ~ . ~ hfL 

•• 0; x = 1, — + Bi0 = Bi, Bi = - i -
ax K 

(1) 

The solution to the equation, using Laplace transforms, is 

Bi cosh mx 

m sinh m + Bi cosh m 

•2Bi Z 
Vne-(m2+V^)tcmVnX 

„-i (m2 + Vn
2)[Vn cos Vn + (1 + Bi) sin Vn] 

where V„'s are the roots of V tan V = Bi. 
The base heat flux is given by 

a01 mBi sinh m 

(2) 

q"x-i: 

M U = I m sinh m + Bi cosh m 

+ 2Bi £ 
v 2e_ (m2+y„2: 

(3) 
=i (m2 + V„2)[V„ cos V„ + (1 + Bi) sin Vn] 

For small values of t, a rapidly convergent approximate solution to 
equation (1) is 

1 -

%H 
- B i L 2 ( - ) 

n=l L \7T/ 

1/2 
- /„«(i )4t _ /„(x) erfc 

2Vj J 
Ri2 6 f CYI 

- ^ - [1 - (1 + m 2 t ) e - ^ ] E an erfc ^ (4) 

where /„(*) = (1 - x), (1 + *) , (3 - x), (3 + x), (5 - x), (5 + x) and 
o„ = 1,1, 3, 3, 2, 2. 
The base heat flux for small values of time is then given by 

q"x=i=—\ = ; B i / l - e r f c -
ax\x=i 

Bi2 

mHVirt 

B i ( l - e r f c A ) 

(1 + m2t)e-m2t](l + Ze-W - e" 

mH 

-i.lt. 2e-9") (5) 

From equation (2), it can be shown that the time required for 
the fin temperature at any point to reach values within 1 percent 
of the steady-state value at that point is given by 

2 Suryanarayana, N. V., "Transient Response of Straight Fins," JOUR­
NAL OF HEAT TRANSFER, TRANS. ASME. 
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Fig. 3. Base heat flux 

200Vi(m sinh m + Bi cosh m) 

+ Vi2 L(m2 + Vi2)[Vi cos Vi + (1 + Bi) sin VJ 3] (6) 

(where Vi is the first root of V tan V = Bi). 
Fig. 2 is a plot of tst for different values of Bi and m. For a given 

value of m, the dimensionless time decreases with an increase in 
Bi, as with an increase in Bi, the base heat flux is larger. Values of 
tst for Bi —>- =0 (corresponding to step change in base temperature, 
taken from reference [1]) are also indicated in the figure. From 
these values, and values of base temperatures from equation (2), it 
can be seen that where the ratio of Bi/m > 50, it can be regarded as 
a step change in base temperature. 

Base heat flux values from equations (3) and (5) are shown in 
Fig. 3 for several values of Bi and m. For small values of time, the 
base heat flux is essentially constant for different values of m. For 
a given length of fin, an increase in the value of m, may be taken as 
indicating an increase in the value of the convective heat transfer 
coefficient h; thus, initially, the base heat flux is relatively insensi­
tive to changes in values of h, indicating that most of the energy 
transfer from the base fluid goes to increase the internal energy of 
the fin. This trend is similar to that observed in the case of a step 
change in the base temperature [1]. From the boundary condition 
at x = 1, a0lax = Bi(l — 0), one may expect that initially when 8x-i 
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is small, the heat flux aO/ax » Bi. This is confirmed in Fig. 3. From 
a comparison of values of base heat flux for Bi = 50, with those for 
a step change in base heat flux, it can be seen that even at such a 
high value of Bi as 50, the heat flux is approaching those values for 
a step change in temperature but is somewhat lower because of the 
convective resistance to heat transfer at the base. 

(b) Oscillating Base Fluid Temperature. If the base fluid 
temperature is represented by Tf = To + TA sin cot, equation (1) is 
to be solved subject to the boundary condition 

Table 1 Time required to attain steady state 

x = 1, — + Bi0 = Bi0o + Bi sin cot 
dX 

where 

T-T„ T0-T„ 
0 O = -

coL2 

TA TA °= 

Because of the linearity of equation (1), it is sufficient to solve the 
equation with the boundary condition x = 1, a6/ax + Bi0 = Bi sin 
cot. The solution, using Laplace transforms, is given by: 

, sin (cot — <f) 

+ E 
2coBiVne-<"l2+v«2)< cos Vnx 

„=i [co2 + (m2 + Vn
2)2][Vn cos Vn + (1 + Bi) sin Vn] 

(7) 

where 

6A = temperature amplitude 
BiV(CFi + SF2)

2 + (CF2 - SFx)2 

Ft2 + F2
2 

C = cosh ax cos bx; S = sinh ax sin bx 

Fi = a sinh a cos b — b cosh a sin b + Bi cosh a cos b 

F2 = a cosh a sin b + b sinh a cos 6 + Bi sinh a sin b 

^ _, CF2 - SFi 
<p = tan 

CFi + SF2 

a = V7 cos (B/2); fa = V7 sin (8/2); r = Vm4 + co2, 8 = t an" 1 (co/ 
m2) and Vn's are the roots of V tan V = Bi. The base heat flux is 
given by 

q"x-i = Q"OA sin (at - </>') 

- 2a>BiV„2e-<m2+v»2>f sin V„ 
(8) 

„=i [co2 + (m2 + V„2)2][V„ cos V„ + (1 + Bi) sin Vn] 

where q"oA = Base heat flux amplitude under steady-state condi 
tions 

Bi 

Ft2 + F2 

- [(FtFs + F2F*)2 + (Ftft - F2F3)
2Y'2 

_j /FjFj - F2FS-

\F,F3 + F2FJ 
i>' = t an -

Fa = a sinh a cos fa — 6 cosh a sin fa 

Fi = a cosh a sin fa + 6 sinh a cos fa 

B i o t 
No. 
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0 . 1 

1 . 0 

10 .0 

100.0 

0 . 6 

2 .15 

3 .98 

4 .60 

7 .79 

0.707 

1.63 

2 . 0 8 

3 . 3 1 

1 . 0 

1.15 

2 . 4 

2.94 

4.94 
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0 . 8 6 3 
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5 . 0 

0.0667 
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0 .367 

0 . 0 5 1 

0 .136 
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0 .327 

In equations (7) and (8) the first terms represent the steady pe­
riodic response to the oscillating base fluid temperature, and the 
other terms, the initial transient response. 

If we define the time required to attain steady state tst as that 
required for the temperature at any point to be within 1 percent of 
the amplitude of temperature oscillation at that point, then 

m2 + W 

[ 

:ln 

200coBiVri 

[o>2 + (m2 + Vi2)2][Vi cos Vi + (1 + Bi) sin inVJJ (9) 

A few values of tst computed from equation (9) are given in Table 
1. 

In general, the time to attain steady state increases with an in­
crease in the frequency of oscillation and corresponding to co = 
100, the time to attain steady state is approximately the same as 
that for a step change in the base fluid temperature. From an ex­
amination of the values of temperature amplitude, it is seen that 
for the range of values of Bi (0.1-50) and m (0.1-10) considered, 
the temperature amplitude is the same as the steady temperature 
response for a step change in the base fluid temperature, at low 
frequencies corresponding to co < 0.1. For higher values of co, the 
temperature oscillation is attenuated and for co = 100, for the 
major part of the fin (except very close to the base at x = 1), the 
temperature amplitude is considerably attenuated. This indicates 
that if the base fluid temperature is expressed as a Fourier series 
(as a function of time), neglecting terms corresponding to co > 100, 
will not introduce any appreciable error. 

A plot of base heat flux amplitude for different values of co, Bi 
and m is shown in Fig. 4. The base heat flux amplitude increases 
with co, m, and Bi but for co > 10, the base heat flux amplitude for a 
given Bi, is relatively insensitive to changes in m. 
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is small, the heat flux aO/ax » Bi. This is confirmed in Fig. 3. From 
a comparison of values of base heat flux for Bi = 50, with those for 
a step change in base heat flux, it can be seen that even at such a 
high value of Bi as 50, the heat flux is approaching those values for 
a step change in temperature but is somewhat lower because of the 
convective resistance to heat transfer at the base. 

(b) Oscillating Base Fluid Temperature. If the base fluid 
temperature is represented by Tf = To + TA sin cot, equation (1) is 
to be solved subject to the boundary condition 

Table 1 Time required to attain steady state 

x = 1, — + Bi0 = Bi0o + Bi sin cot 
dX 

where 

T-T„ T0-T„ 
0 O = -

coL2 

TA TA °= 

Because of the linearity of equation (1), it is sufficient to solve the 
equation with the boundary condition x = 1, a6/ax + Bi0 = Bi sin 
cot. The solution, using Laplace transforms, is given by: 

, sin (cot — <f) 

+ E 
2coBiVne-<"l2+v«2)< cos Vnx 

„=i [co2 + (m2 + Vn
2)2][Vn cos Vn + (1 + Bi) sin Vn] 

(7) 

where 

6A = temperature amplitude 
BiV(CFi + SF2)

2 + (CF2 - SFx)2 

Ft2 + F2
2 

C = cosh ax cos bx; S = sinh ax sin bx 

Fi = a sinh a cos b — b cosh a sin b + Bi cosh a cos b 

F2 = a cosh a sin b + b sinh a cos 6 + Bi sinh a sin b 

^ _, CF2 - SFi 
<p = tan 

CFi + SF2 

a = V7 cos (B/2); fa = V7 sin (8/2); r = Vm4 + co2, 8 = t an" 1 (co/ 
m2) and Vn's are the roots of V tan V = Bi. The base heat flux is 
given by 

q"x-i = Q"OA sin (at - </>') 

- 2a>BiV„2e-<m2+v»2>f sin V„ 
(8) 

„=i [co2 + (m2 + V„2)2][V„ cos V„ + (1 + Bi) sin Vn] 

where q"oA = Base heat flux amplitude under steady-state condi 
tions 

Bi 

Ft2 + F2 

- [(FtFs + F2F*)2 + (Ftft - F2F3)
2Y'2 

_j /FjFj - F2FS-

\F,F3 + F2FJ 
i>' = t an -

Fa = a sinh a cos fa — 6 cosh a sin fa 

Fi = a cosh a sin fa + 6 sinh a cos fa 

B i o t 
No. 

1 . 0 

10 .0 

+ 
0 . 1 

1 . 0 

10 .0 

100 .0 

0 . 1 

1 . 0 

10 .0 

100.0 

0 . 6 

2 .15 

3 .98 

4 .60 

7 .79 

0.707 

1.63 

2 . 0 8 

3 . 3 1 

1 . 0 

1.15 

2 . 4 

2.94 

4.94 

0.503 

1.24 

1.66 

2 .62 

2 . 0 

0 .296 

0 .777 

1 .13 

0 .999 

0 . 1 9 1 

0 .57 

0 . 8 6 3 

1.34 

5 . 0 

0.0667 

0 .156 

0 .245 

0 .367 

0 . 0 5 1 

0 .136 

0 .22 

0 .327 

In equations (7) and (8) the first terms represent the steady pe­
riodic response to the oscillating base fluid temperature, and the 
other terms, the initial transient response. 

If we define the time required to attain steady state tst as that 
required for the temperature at any point to be within 1 percent of 
the amplitude of temperature oscillation at that point, then 

m2 + W 

[ 

:ln 

200coBiVri 

[o>2 + (m2 + Vi2)2][Vi cos Vi + (1 + Bi) sin inVJJ (9) 

A few values of tst computed from equation (9) are given in Table 
1. 

In general, the time to attain steady state increases with an in­
crease in the frequency of oscillation and corresponding to co = 
100, the time to attain steady state is approximately the same as 
that for a step change in the base fluid temperature. From an ex­
amination of the values of temperature amplitude, it is seen that 
for the range of values of Bi (0.1-50) and m (0.1-10) considered, 
the temperature amplitude is the same as the steady temperature 
response for a step change in the base fluid temperature, at low 
frequencies corresponding to co < 0.1. For higher values of co, the 
temperature oscillation is attenuated and for co = 100, for the 
major part of the fin (except very close to the base at x = 1), the 
temperature amplitude is considerably attenuated. This indicates 
that if the base fluid temperature is expressed as a Fourier series 
(as a function of time), neglecting terms corresponding to co > 100, 
will not introduce any appreciable error. 

A plot of base heat flux amplitude for different values of co, Bi 
and m is shown in Fig. 4. The base heat flux amplitude increases 
with co, m, and Bi but for co > 10, the base heat flux amplitude for a 
given Bi, is relatively insensitive to changes in m. 
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Nomenclature 
c '" specific heat 
d = half-width of the slab, Fig. 1 
k = thermal conductivity 
Nu = Nusselt number, equations (6), (10), and (15) 
P = Peclet number, pcud'/k 
T '" temperature 
To = initial temperature, Fig. 1 
T w = wall temperature, Fig. 1 
u '" slab moving speed, Fig. 1 
x, y = coordinates, Fig. 1 
0= dimensionless temperature, (T - To)/(Tw - To) 
7J = similarity variable, equation (5) 
p '" density 

Subscripts 

1,2,3,4 '" regions I, II, III, IV, Fig. 1 

Introduction 
Thermal analysis of a moving slab has been a subject of great 

importance in many manufacturing processes, such as hot-rolling, 
continuous casting, dip-forming and quenching [1-4],3 as well as in 
emergency core cooling of water reactors [5]. The temperature dis­
tribution and the heat loss associated with a moving slab between 
two adjacent chambers have been analyzed by Horvay [1, 2) by use 
of the Wiener-Hopf technique. His analysis, however, is restricted 
to a slowly-moving slab. For a fast-moving slab the heat transfer 
mechanism is somewhat different than for a slowly-moving one. 
Some processes, such as the dip-forming process of producing a 
continuous copper rod [3, 4], can be shown to involve fast-moving 
slabs. It is the purpose of this note to present the thermal analysis 
of a fast-moving slab. Since the mathematical formulation for the 
moving slab problem is identical to that for the thermal entrance 
problem with slug flow, the terminology associated with the Graetz 
problem is used to describe the physics of a fast-moving slab. 

Analysis 
The idealized physical model under consideration is an infinite­

ly extended slab moving at a constant speed, u, from the left 
chamber at temperature To to the right chamber at temperature 
T w. The thermal field can be divided into four regions in the slab, 
see Tien and Yao [5], asshown in Fig. 1. 

The transient two-dimensional conduction equation in the 
coordinate system moving with a constant velocity, u, can be writ­
ten as [1, 5] 

aT (a
2
T a

2
T) pcu-=k -+-

ax ax2 ay2 
(1) 

Equation (1) can be expressed in the following nondimensional 
form 

1 
OXI - - (OXIXI + 0YIYl) == ° p 

(2) 

where () = (T - To)/(Tw - ro) is the nondimensional temperature; 
Xl = x/d; YI = y/d; P '" pcud/k, Peclet number; p, the density; c, 
the specific heat; k, the thermal conductivity; d, the half-width of 
the slab and the characteristic length in region 1. Subscripts de­
note derivatives. The associated boundary conditions are 

Xl ~-oo ()=o 
Xl ---+ co 0=1 

YI = ±1, Xl;::: 0 0=1 
YI = ±1, Xl < 0 0Y! = 0 (3) 

For large values of P corresponding to the case of a fast-moving 

3 Numbers in brackets designate References at end of technical note. 
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To + I 

j 
Tw ... 

aT 
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Fig. 1 Physical model and coordinates 

slab, the conduction is negligible in region I compared with con­
vection. Equation (2) thus becomes 

OX! = 0 (4) 

with the appropriate boundary condition from equation (3) is 

Xl -- co : 0 = 0 (5) 

The solution is readily seen as 

0=0 (6) 

which indicates that region I is undisturbed. 
Region II is the thermal boundary layer where heat conduction 

normal to the wall is of the same order as the convection term. A 
sketched normal coordinate in this region.along the upper surface 
is introduced, defined as Y2 = v'P (1 - YI), reflecting the fact that 
the thickness of the thermal boundary layer is proportional to 
P-1I2. The conduction equation, after neglecting smaller order 
terms becomes, 

(7) 

The solution for equation (7) is the classic Graetz solution, and is 
the complementary error function 

satisfying the boundary conditions: 

Xl = O,IYII :51 

Xl ;::: 0, Y2 -- co 

0=0, } 

0--0, 

(matching conditions 
between regions I 
and II) 

Xl ;::: 0, Y2 = 0 :. 0 = 1, 

(8) 

(9) 

where 7J = Y2/(2VXi) is the similarity variable. The Nusselt num­
ber with respect to d and (To - Tw) can be easily derived from 
equation (8) and can be written as 

Vp 

v,;:x;- (10) 

In region III, two thermal boundary layers merge at Xa = xdP, 
and their thickness is bounded by the half-width of the slab. The 
conduction equation in this region can he written as 

with the boundary conditions 

Xa -- 0 : 0 -- 0, (matching condition between regions 
I aIi'd III) 

YI = ±1, Xa > 0 : 0 = 1, 

YI = 0, Xa > ° : 0Y3 = 0, (symmetry condition) 

(11) 

(12) 
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Fig. 2 Temperature distribution In regions II and III 

The solution of (11) and (12) can be expressed as the following 
convergent infinite series: 

0= 1 - 'f 4· (-1)" cos (n7r + ~)Yle-(n"'+"'/2)2X3 
1\=0 (2n + Ih 2 

The Nusselt number is found to be 

(Nuxh = 2· 'f e-(n".+"./2)2x3 

n=Q 

(13) 

(14) 

Both axial and normal heat conduction are important in the 
neighborhood of the interface of the two chambers. This is region 
IV, where X4 = PXI, and Y4 = P(1 + YI) are appropriate nondiinen­
sional coordinates. The size of region IV is inversely proportional 
to the Peclet number. Therefore, it is very small for large P; how­
ever, the steep temperature gradient in this region plays an impor­
tant role in the moving-slab problem. It is worthwhile to point out 
that region IV occupies the whole slab when P is small (slowly­
moving slab), which is the case to which Horvay's analysis applies. 
The conduction equation in this region is 

The associated boundary conditions are 

X4-+- 00 0--0, 

Y4-+ 00 0-+0, 

Y4 = 0, X4 ~ ° : 0 = 1, 

X4 < ° 
(matching conditions 
between Regions I and 
IV) 

X4 -+ 00 : 0 is bounded 

(15) 

(16) 

Carrier, Krook, and Pearson [6] solved the equation (15) with con­
ditions (16) by the Wiener-Hopf techniques. The solution is 

IJ = 1- erf {y- X
4 +V;42 + Y4

2
] (17) 

for X4 ~ 0. They do not give the solution for X4 < 0, explicitly. 
However, it can be easily obtained, and is 

[
• /-X4 + VX42 + Y4

2
] 

() = erfc vrx:;r - erf V 2 (X4 < 0) 

The corresponding Nusselt number is 

vIP 
(NUx )4= ---

~ 

Results and Discussion 

(18) 

(19) 

Comparison of the temperature distributions and Nusselt num­
bers in regions II and III, in Fig. 2 and 3, respectively, indicates 
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Fig. 3 Nondlmenslonal heat flux distribution In regions II and III 

that the domain of region II is x/Pd ::;; 0.13, and the solution of re­
gion II is included in region III. This may be a consequence of the 
zero displacement effect of the thermal boundary layer. The infi­
nite series solution of region III can be taken as the solution for the 
entire thermal entrance problem, at least under the slug flow as­
sumption. However, the series diverges at x = 0, where the solution 
of region IV applies. 

The temperature distribution in region IV is presented in Fig. 4. 
The temperature approaches a uniformly distributed profile as one 
moves away from the interface along the negative x-axis. The 
shape of region IV for X4 ~ ° can be obtained from equation (17) at 
the location where its temperature matches with the temperature 
of region I within 0.05 percent. This gives 

(1 )2 _ (2 X 1.99)2 ( 1.992) 
-YI - P Xl +p ,XI~O (20) 

which is a parabola intersecting the y-axis at (1 - YI) = 2 X 1.992/ 
P. For P = 7.92, Yi = 1. Thus, for P > 8, region IV occupies the 
whole slab, for which Horvay's solution applies. For P > 8, Hor­
vay's series solution diverges. This is obvious because the size of 
region IV is not large enough to cover the whole slab, and has to be 
considered independently, as in this note. 

The shape of region II, from equation (8) is 

'"0 
+ 5 
>.. 

a.. 

0.0 

Fig. 4 

1.0 

1 -

Temperature distribution in region IV 
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%„ (2 X 1.99)2 

( 1 - y i ) — *i (21) 

Equations (20) and (21) differ only by terms of order 1/P2 and, 
therefore, to lowest order in P the solution for region II is included 
in the solution for region IV. 

It is of interest to note that although region II was introduced on 
physical grounds (that is, where conduction and convection are of 
equal importance) the results indicate that the solution for regions 
IV and III, in fact, covers the entire physical domain so that the 
separate solution for region II is not really required. 

The thermal behavior of the moving rod is essentially similar to 
that of the moving slab. In particular, the curvature effect is negli­
gible in regions II and IV due to their small size; therefore, the so­
lutions for these two regions can be applied directly to the case of 
the moving rod. 
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Transient Temperature Rise 
in Layered Media 

H. Domingos1 and D. Voelker1 

An analytic expression for the temperature rise produced by a 
heat-generating layer in contact with a large body is obtained by the 
Laplace transform method. The solution is used to study the tem­
perature distribution in thin film nichrome resistors under transient 
conditions. 

Nomenclature 
x = distance 
t = time 
8 = temperature 
D = thermal diffusivity 
Q = power density 
p = mass density 
c = specific heat at constant pressure 
L = thickness of heat producing layer 
0 = Laplace transform of temperature 
s = Laplace transform variable 
A,B = constants of integration 

X = defined by equation (9) 
Fni, Fn2, Gn = defined by equations (12)-(14) 

Subscr ip ts 

1,2 = refer to regions 1 and 2, respectively, indicated in equations (1) 
and (2) 

n = index of summation 

1 Introduction 
The problem of one-dimensional transient heat flow in composite 

slabs has been treated by many authors over the years. Several ex­
amples, as well as an outline of the Laplace transform method, are 
given in Carslaw and Jaeger [l].2 The problem has been solved more 
recently by Giere for the case of a slab of two materials of finite 
thickness with constant flux and zero flux at the external boundaries 
[2]. The solution has also been published for the general case of 
composite sections with internal heat generation, discrete sources or 
sinks at the interface, and heat transfer at the external boundaries 
[3]. A review of the literature on this topic is contained in a book by 
Ozisik [4]. 

One problem of considerable importance in modern technology 
occurs when a layer of heat producing material is in intimate contact 
with a much larger body which acts as a heat sink. This problem has 
been investigated in the study of thin film resistors subjected to single, 
large power pulses [5] but is applicable to a wide range of situations, 
such as the temperature distribution in thin and thick film hybrid 
circuits, second breakdown in silicon monolithic integrated circuits, 
dielectric heating in cables, etc. The problem has been addressed, but 
not solved, for linear heat conduction [6]. The present paper presents 
an analytic solution obtained by the Laplace transform method. 

2 S o l u t i o n 
Consider a semi-infinite body composed of two materials, one of 

which extends from x = 0 to x = L. This layer begins to generate heat 
at a uniform rate Q beginning at t = 0. The remaining material con­
tacts this layer perfectly, with no thermal interface resistance. The 
boundary of the heat producing layer at x = 0 is insulated. Prior to 
the generation of heat the entire body is at zero temperature. 

The temperature distribution is given by the solution to the heat 
diffusion equation in each region 

a$i(x,t) DxS^Biix.t) Q 

at 

a62(x,t) 

at 

+ -
ax' p\c\ 

D2a
282(x,t) 

0 <x <L 

L <x <«> 

(1) 

(2) 
ax* 

where B(x,t) is the temperature, D is the diffusivity, Q is the power 
density, p is the density, and c is the specific heat. The subscripts refer 
to region 1 or region 2. 

The following initial and boundary conditions hold. 

aB 
Biixfi) = 0, B2(xfl) = 0, —(0,t) = 0 (3) 

ax 

In addition, the temperature goes to zero at infinity. At the interface 
continuity of temperature and flux requires that 

aBi(L,t) aB2(L,t) 
6i(L,t) = B2(L,t), k! =fe2 

(4) 

where k is the thermal conductivity. 
After Laplace transformation, the solutions of equations (1) and 

(2) are 

Qi(x,s) = A-L exp (xVs/Di) + A2 exp (- (5) 
PlClS" 
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Equations (20) and (21) differ only by terms of order 1/P2 and, 
therefore, to lowest order in P the solution for region II is included 
in the solution for region IV. 

It is of interest to note that although region II was introduced on 
physical grounds (that is, where conduction and convection are of 
equal importance) the results indicate that the solution for regions 
IV and III, in fact, covers the entire physical domain so that the 
separate solution for region II is not really required. 

The thermal behavior of the moving rod is essentially similar to 
that of the moving slab. In particular, the curvature effect is negli­
gible in regions II and IV due to their small size; therefore, the so­
lutions for these two regions can be applied directly to the case of 
the moving rod. 
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slabs has been treated by many authors over the years. Several ex­
amples, as well as an outline of the Laplace transform method, are 
given in Carslaw and Jaeger [l].2 The problem has been solved more 
recently by Giere for the case of a slab of two materials of finite 
thickness with constant flux and zero flux at the external boundaries 
[2]. The solution has also been published for the general case of 
composite sections with internal heat generation, discrete sources or 
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[3]. A review of the literature on this topic is contained in a book by 
Ozisik [4]. 

One problem of considerable importance in modern technology 
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been investigated in the study of thin film resistors subjected to single, 
large power pulses [5] but is applicable to a wide range of situations, 
such as the temperature distribution in thin and thick film hybrid 
circuits, second breakdown in silicon monolithic integrated circuits, 
dielectric heating in cables, etc. The problem has been addressed, but 
not solved, for linear heat conduction [6]. The present paper presents 
an analytic solution obtained by the Laplace transform method. 
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Consider a semi-infinite body composed of two materials, one of 

which extends from x = 0 to x = L. This layer begins to generate heat 
at a uniform rate Q beginning at t = 0. The remaining material con­
tacts this layer perfectly, with no thermal interface resistance. The 
boundary of the heat producing layer at x = 0 is insulated. Prior to 
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where B(x,t) is the temperature, D is the diffusivity, Q is the power 
density, p is the density, and c is the specific heat. The subscripts refer 
to region 1 or region 2. 

The following initial and boundary conditions hold. 
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In addition, the temperature goes to zero at infinity. At the interface 
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Equations (20) and (21) differ only by terms of order 1/i>2 and, 
therefore, to lowest order in P the solution for region II is included 
in the solution for region IV. 

It is of interest to note that although region II was introduced on 
physical grounds (that is, where conduction and convection are of 
equal importance) the results indicate that the solution for regions 
IV and III, in fact, covers the entire physical domain so that the 
separate solution for region II is not really required. 

The thermal behavior of the moving rod is essentially similar to 
that of the moving slab. In particular, the curvature effect is negli­
gible in regions II and IV due to their small size; therefore, the so­
lutions for these two regions can be applied directly to the case of 
the moving rod. 
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Transient Temperature Rise 
in Layered Media 

H. Domingos 1 and D. Voelker 1 

An analytic expression for the temperature rise produced by a 
heat-generating layer in contact with a large body is obtained by the 
Laplace transform method. The solution is used to study the tem­
perature distribution in thin film nichrome resistors under transient 
conditions. 

Nomenclature 
x = distance 
t = time 
o = temperature 
n = thermal diffusivity 
Q = power density 
p = mass density 
c = specific heat at constant pressure 
[, = thickness of heat producing layer 
o = Laplace transform of temperature 
s = Laplace transform variable 
A,B = constants of integration 
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), = defined by equation (9) 
Fnl, Fn2, On = defined by equations (12)-(14) 

Subscripts 

1,2 = refer to regions 1 and 2, respectively, indicated in equations (I) 

and (2) 
n = index of summation 

Introduction 
The problem of one-dimensional transient heat flow in compositp 

slabs has been treated by many authors over the years. Several ex­
amples' as well as an outline of the Laplace transform method, art' 
given in Carslaw and Jaeger [lJ.2 The problem has been solved mort' 
recently by Giere for the case of a slab of two materials of finit .. 
thickness with constant flux and zero flux at the external bOllndarips 
[2J. The solution has also been published for the general case of 
composite sections with internal heat generation, discrete sources or 
sinks at the interface, and heat transfer at the ext.ernal bOllndarips 
[3J. A review of the literature on this topic is contained in a book h~' 
Ozisik [4J. 

One problem of considerable importance in modern technolog~' 
occurs when a layer of heat producing material is in intimate contact 
with a much larger body which acts as a heat sink. This problem has 
been investigated in the study of thin film resistors subjected to singll'. 
large power pulses [5J but is applicable to a wide range of situations. 
such as the temperature distribution in thin and thick film hybrid 
circuits, second breakdown in silicon monolithic integrated circuits. 
dielectric heating in cables, etc. The problem has been Ilddresscd, bllt 
not solved, for linear heat conduction [6J. The present paper presenb 
an analytic solution obtained by the Laplace transform method. 

2 Solution 
Consider a semi-infinite body composed of two materials, one of 

which extends from x = 0 to x = L. This layer begins to generate heat 
at a uniform rate Q beginning at t = O. The remaining material con­
tacts this layer perfectly, with no thermal interface resistance. The 
boundary of the heat producing layer at x = 0 is insulated. Prior to 
the generation of heat the entire body is at zero temperature. 

The temperature distribution is given by the solution to the heat 
diffusion equation in each region 

(lJ 

a02(x,t) D2a202(X,t) 
---= L5x<oo 

at ax 2 
(2) 

where 8(x,t) is the temperature, D is the ditTusivity, Q is the power 
density, p is the density, and c is the specific heat. The subscript~ ref('r 
to region 1 or region 2. 

The following initial and boundary conditions hold. 

In addition, the temperature goes to zero at infinity. At t.he intcrfac(' 
continuity of temperature and flux requires that 

JOI (L,t) ,,02(1,,1) 
Ih(L,t) = 02(L,t), k l -- = k 2-- (4) 

iJX ax 

where k is the thermal conductivity. 
After Laplace transformation, the solutions of equations (I) and 

(2) are 

Q 
fh(x,s) = Al exp (xvslDl) + A2 exp (-XVS/DI) + --2 (n) 

PICIS 

2 Numher in brackets designate References at end of t.echnical note. 
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Fig. 2 Normalized peak temperature rise (at x = 0)—dotted lines show the 
asymptotic limits 

Q2(x,s) = S i exp (xVs/Ih) + B2 exp (-xVs/D2) (6) 

The constants can be evaluated by employing the transformed 
counterparts of equations (3) and (4). Once this has been accom­
plished, it is possible to expand the transformed temperatures in an 
infinite series such that 

6i(x,s) = 
Q k2Q 

E ^ 
piClS2 piC1(kl\/D2/D1 + k2) n = 0 S2 

X [exp (-[(2n + 1)L - x]Vs7Di) 
+ exp (-[(2n + 1)L + xjVsjDl)] (?) 

e2(*,s) : 

where 

kiQ X" 

P\Ci(kl + k2VDi/D2) n=0 S2 

X [exp (-[2nL/VZh + (x - L)/VD~2]Vs~) 

- exp (-[2(n + l)L/VDl + (x - L)/VD^[Vs)] (8) 

X = 
ki k2 1 /( ki t ; 1 

<D7 VDI)'\VDI VD~2\ 
(9) 

These equations can be transformed back to the time domain to 
give 

Q k2Q 

Pici piCi(feiVD2/fli + k2) 

X £ \n[Fnl(x,t) + Fnl(-x,t) - Fn2(x,t) - Fn2(-x,t)\ (10) 
n=0 

e2(x,t) •• 
klQ 

plCl(kl + k2VD1/D2) n = 0 
Z \"[Gn(x,t) - Gn+1(x,t)] (11) 

where 

Fni(x,t) 
\(2n + 1)L + x]Vt r~[(2n + l )L + x]2 l , i m 

-—, (12) 
L 4Dit J 'vDx 

-exp 

f [ (2rc+l)L + * ] 2 

Fn2(x,t) = \t+ 77: 1 erfc 
2D i 

U2n + l)L + xl 

L 2VDtf J 
(13) 

Gn(x,t) = lt + 

I" 2nL x -L~\2\ 

IVD~1
+ VD~2\ 

" 2nL x — L' 
+ 

erfc 
/ f l i VDs 

2V7 

Table 1 Thermal properties of thin film resistor materials 

k, W / c m ° C D, cm 2 / s pe, J /cm 3 / °C 
n ichrome 
steati te 

0.15 
0.03 

0.04 
0.01 

3.75 
3.0 

2nL -L 

irD2 

Vt exp 
[2nL/Vp[ + (x-D/VP^2] 

U J 
(14) 

3 Application 
Equations (10) and (11) can be applied to find the temperature 

distribution in thin film resistors. As an illustrative example a ni­
chrome thin film resistor on a steatite ceramic substrate will be ana­
lyzed. The thermal properties of the film and substrate are listed in 
Table 1. 

The normalized temperature distribution for several intervals of 
time is shown in Fig. 1. In the heat generating region the curves are 
concave downward, whereas outside the resistive layer they are con­
cave upward. For very short time intervals, where the heat diffusing 
out of the active layer is small compared to the total energy input, the 
temperature rise is nearly adiabatic and is proportional to t. After long 
time intervals the heat flow is approximately that due to a flux of heat 
at the surface, producing a peak temperature rise proportional to t1/2. 

This is shown more clearly in Fig. 2, where the normalized tem­
perature rise at x = 0 is plotted together with the two asymptotic 
limits. 
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Thermal Contact Conductance 
of Lead Ferrite and Boron 
Nitride 

L. S. Fletcher1 and W. R. OK2 

Introduction 
There are many instances in which significant heat transfer takes 

place in electrical systems where different material interfaces exist. 
One such case involves the use of permanent magnets with high 
electrical resistivity for large electrical systems. Another such case 
deals with dielectric insulators requiring good thermal conductivity. 
In both of these cases, extreme thermal gradients may be imposed in 
a junction between the two materials. 

The phenomenon occurring at the junction, or the thermal contact 
conductance, provides one of the more promising techniques for 
thermal control in electrical systems. This technique involves the use 
of suitable materials inserted in the junctions associated with the 
various electrical components. Although thermal contact conductance 
data have been reported for many different materials, such data are 
available for only a few ceramic materials [l].3 This note presents the 
results of an experimental investigation of the thermal contact con­
ductance of lead ferrite and boron nitride. 

Ceramic Materials 
Ceramics are used in electrical systems primarily because of their 

dielectric and magnetic properties. Lead ferrite and boron nitride were 
selected for investigation in order to establish some general charac­
teristics for a dielectric and a magnetic material for use in appropriate 
electrical systems. 

Permanent magnets with a high coercive force and high electrical 
resistivity generally have been developed from ceramic oxides, par­
ticularly barium ferrites. Recently, lead ferrites have been developed 
with properties equivalent to barium ferrites [2,3]. The ferrite studied 
in the present investigation was composed of PbO 4.5 Fes03 with 0.27 
percent B2O3 and 0.50 percent Si02 added to improve the properties. 
The samples were prepared by ball milling calcined (1000°C) powder, 
of the composition noted, for 144 hr. The resulting milled material 
was pressed at 3.4 X 107 N/cm2 and fired to 1150°C for 1 hr. The 
sintered bulk density of the sample was 5.27 gm/cc. Abrams [3] has 
reported other material properties for the lead ferrite investigated. 

There are many electrical systems, such as radar and other micro­
wave units, which require high dielectric strength. Hot pressed boron 
nitride (HBR) is one of the more suitable materials for such appli­
cations. In addition to having a high dielectric strength, good thermal 
conductivity, high heat capacity, and good mechanical strength, it is 
readily available and can be fabricated easily. The boron nitride 
samples were prepared by hot pressing to 2000° C at pressures to 6.9 
X 106 N/m2 . The strength, thermal expansion, and thermal conduc­
tivity are all greater perpendicular to the direction of pressing [4]. 

Experimental Program 
The experimental facility used in this investigation was composed 

of a vertical aluminum 2024-T4 column, 2.54 cm in diameter, which 
was axially loaded, with contacting surfaces located at approximately 
one-third and two-thirds of the column height [5]. The flatness de­
viation of the test specimens was 0.508 lira for all surfaces, and the 
roughness deviation ranged from 0.220 to 0.406 /mi. The ceramic test 
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Fig. 1 Variation of thermal contact conductance with apparent load pressure 
and temperature for lead ferrite and boron nitride 

samples were kept in an airtight container to minimize water ab­
sorption and oxidation. For experimental tests, the samples were 
inserted in the aluminum junctions, the test chamber was evacuated, 
and appropriate load and temperature conditions were established. 
Data were taken when the temperatures did not vary more than 1°C 
over a 30-min period. 

Results and Discussion 
Thermal contact conductance data were obtained for the ceramic 

materials over an apparent contact pressure range of 3.4 X 10B N/m2 

at mean junction temperatures ranging from 24 to 163 °C. The thermal 
contact conductance values for lead ferrite are shown in Fig. 1 as a 
function of apparent contact pressure. The conductance values in­
creased slightly as apparent contact pressure was increased. For 
samples of the same thickness (0.318 cm), a higher temperature at the 
same heat flux resulted in a higher contact conductance. 

The effect of apparent contact pressure on the thermal conductance 
of boron nitride is also shown in Fig. 1. The boron nitride samples 
(0.318 cm thick) were inserted in the test facility such that the heat 
flux was parallel to the direction of hot pressing. It is interesting to 
note that contact conductance increases slightly with increase in 
apparent contact pressure. 

The thermal contact conductance of the boron nitride sample is 
over an order of magnitude greater than that for lead ferrite. This is 
consistent with the relation between the thermal conductivity of the 
two samples. Kingery [6] has noted that oxides, carbides, and nitrides 
with low atomic weight cations have higher conductivities than those 
with higher atomic weight cations. Further, complex crystals such as 
lead ferrite have a greater tendency toward thermal scattering of 
waves, and consequently a lower thermal conductivity. 

The thermal contact conductance of boron nitride increased sig­
nificantly with temperature, as shown in Fig. 2. In contrast, the 
thermal conductivity of boron nitride decreases with temperature [3, 
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Fig. 2 Variation of thermal contact conductance with mean junction tem­
perature for boron nitride 

7], In fact, the thermal conductivity of ceramic materials decreases 
as temperature is increased above room temperature [6]. This tem­
perature dependence is largest for materials of high conductivity. If 
the thermal conductivity of the sample were the principal variable 
which caused the temperature dependence of the thermal contact 
conductance, then a trend in the opposite direction would be expected. 
Since the contact conductance increases with temperature, the effect 
is not caused by thermal conductivity changes. 

One possible reason for the increase in thermal contact conductance 
of the material with temperature would be a change in the sample. 
If the sample is densified by the heat treatment (with pressure) the 
conductivity might increase. The elimination of pores will increase 
the conductivity of the sample [6]. Since the boron nitride samples 
were fabricated at 2000° C and 6.9 X 106 N/m2, there is little likelihood 
that any substantial densification would have occurred, much less an 
amount sufficient to create the trend observed. For the same reason, 
there is little reason to expect any alteration in the surface texture. 

Both the boron nitride and lead ferrite samples were seen to in­
crease in contact conductance with pressure. Such an increase could 
be due to pressure sintering. While one lead ferrite sample did show 
some signs of sintering (a circumferential crack), the boron nitride 
samples were completely unaffected by the heat treatment. 

Examination of the thermal contact conductance of a variety of 
materials [1] shows a similar temperature and pressure effect for most 
materials. The thermal conductivity of the alumium test specimens 
increases with temperature. It appears that creep is possible in the 
aluminum test specimens for the temperature and pressure range of 
the present tests. Calculations by Murray, et al. [8], which are sup­
ported by experimental data for copper obtained by Goetzel [9], show 
that metals can readily sinter at low temperature with pressure. The 
yield stress of copper can be reduced by a factor of 100 with a pressure 
of 1.38 X 107 N/m2. Aluminum has a much lower melting temperature 
than copper. It is likely, then, that an increase in temperature and 
pressure can effect the characteristics of the ceramic-aluminum in­
terface, resulting in a decrease in the resistance to heat transfer. This 
change at the interface may result from plastic deformation of the 
surface of the aluminum test specimen as well as possible surface 
oxidation. 

Conc lus ions 
The contact conductances of both ceramic materials exhibit a sig­

nificant dependence on temperature and pressure, and increase as 
temperature and pressure increase. It appears that the primary factor 
which influences the thermal contact conductance of the ceramic 
materials is the change in resistance resulting from the change of the 
metallic surface as the temperature and pressure are increased. The 

thermal analysis and design of electrical systems incorporating ce­
ramic materials could be substantially improved by selection of ap­
propriate metal-ceramic junction materials. 
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A Correction to Noncircular 
Duct Hot Patch Data 

C. C. Maneri1 and R. E. Schneider1 

Noncircular duct hot patch data, extensively referred to in the lit­
erature, have been found to be in error. When these data are cor­
rected and compared with predictions of hot patch dryout Using the 
most recent form of the Tong F factor, it is found that physically 
unintelligible results are obtained. It is not clear whether the Tong 
F factor, the method of predicting the equivalent uniform dryout 
flux, or the method of reducing the hot patch dryout data is at fault. 

A recent evaluation of the hot patch data of [ l j2 disclosed that an 
unrealistic assumption had been made in the data reduction process 
which significantly affects the final results. Since these data have been 
extensively referred to in the literature [2, 3, 4] and texts [5, 6] and 
represent a significant fraction of the data used to justify the well-used 
Tong F factor [2], it was felt that the corrected data should be pub­
lished and the F factor reevaluated with respect to them. 

The hot patch data were obtained on a 27-in. long electrically 
heated test section having a 0.097- X 1-in. flow area. A hot patch 
having an axial length of 1.35 inches was located 0.4 in. from the exit. 
Cross sectional views of the normal (uniform) and hot patch segments 
have been reproduced from [7] and are presented in Fig. 1. As seen 
from Fig. 1, the ratio of hot patch-to-normal metal thickness is %. If, 
as assumed in [7], the current were confined to the central region, the 
flux ratio would be 2. This is a poor assumption, however, since the 
wall thickness in the edge region is 0.016 in. as compared with a hot 
patch thickness of 0.025 in. 

A more realistic assumption is that the current redistributes 
transversely such that the voltage gradients in the meat and edge 
regions of the test section are equal both in the hot patch and normal 
sections. With this assumption and that of constant electrical con-
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Fig. 2 Variation of thermal contact conductance with mean junction tem­
perature for boron nitride 

7], In fact, the thermal conductivity of ceramic materials decreases 
as temperature is increased above room temperature [6]. This tem­
perature dependence is largest for materials of high conductivity. If 
the thermal conductivity of the sample were the principal variable 
which caused the temperature dependence of the thermal contact 
conductance, then a trend in the opposite direction would be expected. 
Since the contact conductance increases with temperature, the effect 
is not caused by thermal conductivity changes. 

One possible reason for the increase in thermal contact conductance 
of the material with temperature would be a change in the sample. 
If the sample is densified by the heat treatment (with pressure) the 
conductivity might increase. The elimination of pores will increase 
the conductivity of the sample [6]. Since the boron nitride samples 
were fabricated at 2000° C and 6.9 X 106 N/m2, there is little likelihood 
that any substantial densification would have occurred, much less an 
amount sufficient to create the trend observed. For the same reason, 
there is little reason to expect any alteration in the surface texture. 

Both the boron nitride and lead ferrite samples were seen to in­
crease in contact conductance with pressure. Such an increase could 
be due to pressure sintering. While one lead ferrite sample did show 
some signs of sintering (a circumferential crack), the boron nitride 
samples were completely unaffected by the heat treatment. 

Examination of the thermal contact conductance of a variety of 
materials [1] shows a similar temperature and pressure effect for most 
materials. The thermal conductivity of the alumium test specimens 
increases with temperature. It appears that creep is possible in the 
aluminum test specimens for the temperature and pressure range of 
the present tests. Calculations by Murray, et al. [8], which are sup­
ported by experimental data for copper obtained by Goetzel [9], show 
that metals can readily sinter at low temperature with pressure. The 
yield stress of copper can be reduced by a factor of 100 with a pressure 
of 1.38 X 107 N/m2. Aluminum has a much lower melting temperature 
than copper. It is likely, then, that an increase in temperature and 
pressure can effect the characteristics of the ceramic-aluminum in­
terface, resulting in a decrease in the resistance to heat transfer. This 
change at the interface may result from plastic deformation of the 
surface of the aluminum test specimen as well as possible surface 
oxidation. 

Conc lus ions 
The contact conductances of both ceramic materials exhibit a sig­

nificant dependence on temperature and pressure, and increase as 
temperature and pressure increase. It appears that the primary factor 
which influences the thermal contact conductance of the ceramic 
materials is the change in resistance resulting from the change of the 
metallic surface as the temperature and pressure are increased. The 

thermal analysis and design of electrical systems incorporating ce­
ramic materials could be substantially improved by selection of ap­
propriate metal-ceramic junction materials. 
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A Correction to Noncircular 
Duct Hot Patch Data 

C. C. Maneri1 and R. E. Schneider1 

Noncircular duct hot patch data, extensively referred to in the lit­
erature, have been found to be in error. When these data are cor­
rected and compared with predictions of hot patch dryout Using the 
most recent form of the Tong F factor, it is found that physically 
unintelligible results are obtained. It is not clear whether the Tong 
F factor, the method of predicting the equivalent uniform dryout 
flux, or the method of reducing the hot patch dryout data is at fault. 

A recent evaluation of the hot patch data of [ l j2 disclosed that an 
unrealistic assumption had been made in the data reduction process 
which significantly affects the final results. Since these data have been 
extensively referred to in the literature [2, 3, 4] and texts [5, 6] and 
represent a significant fraction of the data used to justify the well-used 
Tong F factor [2], it was felt that the corrected data should be pub­
lished and the F factor reevaluated with respect to them. 

The hot patch data were obtained on a 27-in. long electrically 
heated test section having a 0.097- X 1-in. flow area. A hot patch 
having an axial length of 1.35 inches was located 0.4 in. from the exit. 
Cross sectional views of the normal (uniform) and hot patch segments 
have been reproduced from [7] and are presented in Fig. 1. As seen 
from Fig. 1, the ratio of hot patch-to-normal metal thickness is %. If, 
as assumed in [7], the current were confined to the central region, the 
flux ratio would be 2. This is a poor assumption, however, since the 
wall thickness in the edge region is 0.016 in. as compared with a hot 
patch thickness of 0.025 in. 

A more realistic assumption is that the current redistributes 
transversely such that the voltage gradients in the meat and edge 
regions of the test section are equal both in the hot patch and normal 
sections. With this assumption and that of constant electrical con-

1 General Electric Company, Knolls Atomic Power Laboratory, Schenectady, 
N. Y. 

2 Numbers in brackets designate References at end of technical note. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer 
Division September 5,1975. 
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Fig. 1 Cross-sectional views of hot patch test section 

ductivity,3 Ohm's law gives for the normal and hot patch heat fluxes 

<t>N 

<t>HP 

-r- LAHp J ANM _ 

.. ... ... .. AN 

QT f LAN ~| AHPM 

0.88-
PcL 

1.5- (1) 
PcL LtNAHp + IHPANI AHp PCL 

where Pc is the heated perimeter of the central region, L the length 
of the test section, and QT the total power which is obtained from the 
given information in [1] or [7] and the relation 

QT = GA/(riExit - hiniet) (2) 

Here G is the mass flux, Af the flow area, and h the enthalpy. It should 
be pointed out that the given dryout enthalpy value was used for the 
exit enthalpy since actual exit enthalpies were not given and the en­
thalpy rise over the remaining 0.4 in. of the test section is negligible. 

The corrected data are given in Table 1 and are seen to substantially 
differ from the original values which have been included for com-

3 Second order errors still exist in the corrected data due to this assumption; 
however, a discussion of these errors is beyond the scope of this technical brief. 

parison. Furthermore, the flux ratio 4>HPI<I>N - 1.71, which is 13.5 
percent lower than the value of 1.98 quoted in the literature [ 1 2 5 
7]. 

Before the Tong F factor is reevaluated, it will be instructive to 
briefly review its form for the hot patch test section considered. By 
definition, the F factor is given in general by the equation 

F = 
<t>DU J * ID 4>{z)e -CUD-2), (3) 

<fo«u 4>DNU(1 ~ e ctD) 

where <t>Du and 4>DNU a r e the local dryout fluxes in corresponding 
uniformly and nonuniformly heated ducts respectively, 4>(z) is the 
flux distribution in the nonuniform duct and (D is the location of 
dryout measured from the inception of local boiling. The parameter 
C was empirically determined by Tong, et al. [2] and found to be 

(1 - X f l )
7 9 

C = 0.44- (4) 
[G/dO^bm/hrft2)]1-7 2 

where XD is the bulk fluid equilibrium quality at the dryout location. 
A more recent correlation of C was given by Tong [3] and has the form 

( l - X B ) « i . _, 
C = 0.15-

[G/(106 lbm/hr ft2)]0-478 

The hot patch test section considered has the flux distribution 

(5) 

• w - f *N °. 
iz<£D- 1.35 

UHP (D - 1.35 < 2 < to 
(6) 

(7) 

where to is measured to the end of the hot patch step. Substitution 
of equation (6) into equation (3) leads to the relation 

F_ <I>N , r <t>N i a - e - L 3 5 C ) 
<i>HP L 0 H P J (1 - e-e"C) 

which is plotted in Fig. 2 for the range of hot patch data with ID = 26.6 

in. as suggested in [2] and C from equation (5). 
The experimental F factor values (closed symbols) shown in Fig. 

2 were obtained by dividing the corrected hot patch fluxes 4>HP into 
the corresponding uniform values. The latter were extracted from the 
eight uncorrected values given in [8] which are also shown (open 
symbols) in Fig. 2 for comparative purposes. Tong [8] did not plot all 
the data so that a complete set of uniform values could not be ob­
tained. 

Initial attempts by the present authors to obtain corresponding 
uniform values quickly revealed that a good degree of subjectivity was 

Inlet Temp., 
F 

103 

104 

106 

106 

303 

302 

302 

303 

302 

502 

503 

503 

502 

502 

Table 1 

Mass Flux, 
lbm/hr-ft5/106 

0.374 

0.512 

0.753 

0.993 

0.503 

0.750 

1.010 

1.503 

1.992 

.490 

.765 

1.006 

1.507 

2.005 

Summary of hot patch data obtained at 2000 psia 

Dryout Enthalpy, 
Btu/lb 

839 

755 

594 

549 

804 

741 

630 

593 

555 

918 

823 

777 

716 

699 

Dryout 
Quality 

0.359 

0.179 

-0.166 

-0.263 

0.281 

0.151 

-0.091 

-0.166 

-0.253 

0.531 

0.324 

0.222 

0.099 

0.056 

Normal Flux at 
Dryout Conditions, 
Btu/hi:-ft2/106 

Ref.[ l] 

0.556 

0.640 

0.792 

0.933 

0.528 

0.665 

0.767 

0.942 

1.112 

0.397 

0.485 

0.553 

0.640 

0.801 

Corrected 

0.512 

0.623 

0.698 

0.840 

0.474 

0.629 

0.644 

0.858 

1.002 

0.377 

0.455 

0.513 

0.617 

0.749 

Hot Patch Flux at 
Dryout Conditions, 
Btu/hr~ft2/106 

Ref. l l ] 

1.100 

1.267 

1.568 

1.847 

1.045 

1.317 

1.520 

1.864 

2.215 

0.787 

0.961 

1.095 

1.287 

1.586 

Corrected 

0.872 

1.063 

1.190 

1.432 

0.808 

1.072 

1.098 

1.463 

1.708 

0.642 

0.775 

0.875 

1.052 

1.277 
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Fig. 2 Comparison of the F factor with hot patch data 

involved, since, except for mass flux, none of the uniform data in [1] 
were taken at the dryout conditions of the hot patch data. By using 
Tong's uniform values, which differ from those that would have been 
obtained in the present evaluation, the authors preserve the same 
basis for comparing the corrected F factor values with Tong's original 
values. 

In regard to the corrected values, it is interesting to note that all 
the subcooled points are greater than unity, a situation which defies 
interpretation by accepted dryout mechanisms. This is most probably 
a combined result of experimental errors in the hot patch data and 
interpolative/extrapolative errors in the uniform flux estimates. In 
any event, even if these four values are placed at unity, it is evident 
that the Tong F factor in its present form does not represent an ade­
quate fit of the hot patch data. In light of this, additional evaluations 
may be required to qualify the form of the F factor as given by equa­
tion (5) and its use in ensuring adequate thermal margins during re­
actor operation. 
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A Theoretical Study of 
Thermally Developing Fully 
Turbulent Boundary Layer 
Flow 

L. C. Thomas1 

Introduction 
Several analyses have been presented for heat transfer through a 

turbulent boundary layer with an unheated starting length f and 
uniform wall temperature for x > f [1,2].2 These analyses were based 
on the Reynolds analogy such that application has been restricted to 
Pr s* 1. Further, these analyses sire suspect in the vicinity of the step 
where the thermal boundary layer is very small. 

The development of a solution for this problem that is viable within 
the close vicinity of f, and that provides information pertaining to the 
effect of Pr on the thermal development, requires the use of a tur­
bulent transport model that more faithfully characterizes the actual 
mechanism. In this regard, a new approach to the analysis of turbulent 
transport processes recently has been developed which is based on 
physically meaningful and measureable modeling parameters. This 
surface renewal approach involves the hypothesis that an intermittent 
exchange of fluid occurs between the turbulent core and wall regions. 
Until recently, this principle has been coupled with the assumption 
that unsteady molecular transport is predominant within individual 

1 Mechanical Engineering Department, The University of Akron. 
2 Numbers in brackets designate References at end of technical note. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEER. Manuscript received by the Heat Transfer 
Division July 31,1975. 

elements of fluid during their residency at the surface. The use of this 
assumption has lead to surface renewal based analyses for a fairly 
broad range of turbulent transport processes associated with fully 
developed channel flow [3, 4, 5] and high Re* boundary layer flow 
[6-8]. More recently the surface renewal principle has been adapted 
to momentum transfer associated with transitional turbulent 
boundary layer flow [9] and heat transfer associated with low Peclet 
number turbulent tube flow of liquid metals [10], which have required 
the inclusion of the effects of axial convection as well as unsteady 
molecular transport. This more general surface renewal modeling 
concept now will be utilized in the formulation of a solution for the 
thermal boundary layer problem surveyed in the foregoing. 

Analysis 
In this study, emphasis will be placed upon thermally developing 

boundary layer flow with constant wall temperature heating main­
tained for Rej- = 10e, which is in the fully turbulent region. Attention 
is focused upon an individual element of fluid that has moved from 
the turbulent core to the wall region. 

For these high Rex conditions, the convective effects on momentum 
transfer have been found to be secondary such that the standard 
surface renewal based analysis [3-8] can be utilized. This approach 
previously has led to the development of expressions for the mean 
velocity profile, u, and mean residence time (TX for boundary layer 
flow or T for tube flow) [4, 5], which have been found to be in good 
agreement with experimental data. 

Whereas the convective terms are not significant for high Re* 
momentum transfer, the thermal convective terms udT/ex and vaT/dy 
must be included in the energy equation for the present application. 
Consequently, the energy equation for the instantaneous transport 
within fluid elements at the wall is 

dT aT aT 
• + U h V = i 

aB ay 

a2T 

ay2 (1) 
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involved, since, except for mass flux, none of the uniform data in [1] 
were taken at the dryout conditions of the hot patch data. By using 
Tong's uniform values, which differ from those that would have been 
obtained in the present evaluation, the authors preserve the same 
basis for comparing the corrected F factor values with Tong's original 
values. 

In regard to the corrected values, it is interesting to note that all 
the subcooled points are greater than unity, a situation which defies 
interpretation by accepted dryout mechanisms. This is most probably 
a combined result of experimental errors in the hot patch data and 
interpolative/extrapolative errors in the uniform flux estimates. In 
any event, even if these four values are placed at unity, it is evident 
that the Tong F factor in its present form does not represent an ade­
quate fit of the hot patch data. In light of this, additional evaluations 
may be required to qualify the form of the F factor as given by equa­
tion (5) and its use in ensuring adequate thermal margins during re­
actor operation. 
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Thermally Developing Fully 
Turbulent Boundary Layer 
Flow 
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Introduction 
Several analyses have been presented for heat transfer through a 

turbulent boundary layer with an unheated starting length f and 
uniform wall temperature for x > f [1,2].2 These analyses were based 
on the Reynolds analogy such that application has been restricted to 
Pr s* 1. Further, these analyses sire suspect in the vicinity of the step 
where the thermal boundary layer is very small. 

The development of a solution for this problem that is viable within 
the close vicinity of f, and that provides information pertaining to the 
effect of Pr on the thermal development, requires the use of a tur­
bulent transport model that more faithfully characterizes the actual 
mechanism. In this regard, a new approach to the analysis of turbulent 
transport processes recently has been developed which is based on 
physically meaningful and measureable modeling parameters. This 
surface renewal approach involves the hypothesis that an intermittent 
exchange of fluid occurs between the turbulent core and wall regions. 
Until recently, this principle has been coupled with the assumption 
that unsteady molecular transport is predominant within individual 
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elements of fluid during their residency at the surface. The use of this 
assumption has lead to surface renewal based analyses for a fairly 
broad range of turbulent transport processes associated with fully 
developed channel flow [3, 4, 5] and high Re* boundary layer flow 
[6-8]. More recently the surface renewal principle has been adapted 
to momentum transfer associated with transitional turbulent 
boundary layer flow [9] and heat transfer associated with low Peclet 
number turbulent tube flow of liquid metals [10], which have required 
the inclusion of the effects of axial convection as well as unsteady 
molecular transport. This more general surface renewal modeling 
concept now will be utilized in the formulation of a solution for the 
thermal boundary layer problem surveyed in the foregoing. 

Analysis 
In this study, emphasis will be placed upon thermally developing 

boundary layer flow with constant wall temperature heating main­
tained for Rej- = 10e, which is in the fully turbulent region. Attention 
is focused upon an individual element of fluid that has moved from 
the turbulent core to the wall region. 

For these high Rex conditions, the convective effects on momentum 
transfer have been found to be secondary such that the standard 
surface renewal based analysis [3-8] can be utilized. This approach 
previously has led to the development of expressions for the mean 
velocity profile, u, and mean residence time (TX for boundary layer 
flow or T for tube flow) [4, 5], which have been found to be in good 
agreement with experimental data. 

Whereas the convective terms are not significant for high Re* 
momentum transfer, the thermal convective terms udT/ex and vaT/dy 
must be included in the energy equation for the present application. 
Consequently, the energy equation for the instantaneous transport 
within fluid elements at the wall is 

dT aT aT 
• + U h V = i 
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REFERENCE 6 

REFERENCE 1 

LEVEQUE APPROACH (15) 

PRESENT ANALYSIS 

Z v. 10 

Fig. 1 Predictions for Nusselt number 

with initial-boundary conditions T(x, 0, 8) = T0, T(x, <*>, 8) = T; and 
T(x, y, 0) = T;; the x-boundary condition will be written momentarily 
in the context of the spatial mean domain. 

In the previous analysis for heat transfer to liquid metals in the low 
Peclet number region mentioned in the introduction [10], the sim­
plifying assumption u e* u was found to be reasonable. The intro­
duction of this type of assumption into the present analysis and the 
use of the random contact time distribution [11] leads to an equation 
in terms of the spatial mean transport properties of the form 

T - Ti aT aT a2T 
V u h V — = a — -

T» ax ay ay2 (2) 

The y-boundary conditions are written as T(x, 0) = To and T(x, <*>) 
= Ti. Because this equation for T applies to the entire axial domain, 
the x-boundary condition can be written as f (f, y) = T„. It is clear 
that Ti can be approximated by JT» in the region for which the thermal 
boundary layer, A, is small. However, as x -increases, the energy 
transport to eddies passing through the thermal boundary layer brings 
about a change in T; for low to moderate Prandtl number fluids, such 
that this assumption becomes inappropriate. 

With Ti approximated by T„, the (energy equation takes the form 

i-1 
+ • -Ot + JL 

U„ aX [/„ 

a$ 

"aY~ 

1 a2$ 

Pra7 2 (3) 

wheref(0, Y) = 1, 4>(X, 0) = 0,$ = (T- TW)(T«, - Tw), X = xUJv 
and T + = TXU*,2/V. T,, u and iJ are obtained from the momentum 
analysis and a numerical approach has been utilized to obtain a so­
lution to this equation with the understanding that the assumptions 
for Tuu, and v restrict its applicability to small values of x -f. Refer­
ence [12] may be consulted for details. 

Results and Discussion 
Calculations have been obtained for 4>k+ij and Nu^ for Re;- = 106 

and Pr = 0.72,1.0 and 5.0. Because the expressions utilized for u and 
0 can only be assumed to be appropriate for the region y+ < 30 and 
because the assumption Ti = T„ becomes inappropriate for thermal 
molecular penetration much beyond this region, this analysis can be 
assumed to be applicable for values of X for which T approaches T„ 
for y + < 30. 

Calculations for T obtained on the basis of this analysis are pre­
sented in reference [12] in terms of \j/ versus y+ for several values of 
Z(= 1 — (f/X)0-9). The thermal penetration depth has been found to 
reach the critical depth 30 Zy+ < 35 for 0.0133 < Z < 0.03. Conse­
quently, the present analysis for thermal developing boundary layer 
flow appears to be viable for 0 < Z < 0.01 to 0.03. 

The predictions for Nusselt numbers resulting from this analysis 
are shown in Fig. 1 in terms of Nu^/VPr versus Z for several values 
of Pr. Predictions for assumed negligible convective effects [6] are also 
shown. The predictions of the present analysis are seen to approach 
the predictions of reference [6] as Z increases. This result indicates 
that the simple numerical approach utilized in this study converges 

appropriately for large Z. Consequently, the predictions for T and 
Nux for smaller values of Z can be assumed to be reasonable. 

An important limitation of the previous analysis by Reynolds, et 
al. [1] is the restriction to Prandtl numbers very near unity. The as­
sumptions utilized in Reynolds' analysis which brings about this re­
striction also inappropriately lead to predictions for Nu^/Nu^o that 
are independent of Prandtl number. The effect of Pr on the heat 
transfer in the thermal developing region obtained on the basis of the 
present analysis is illustrated by Fig. 1. As is the case for tube flow [14] 
the longitudinal extent of the thermal developing region is seen to 
decrease with increasing Pr. Further, predictions for Nu^ based on 
this study lie well above the predictions of reference [1] for Pr en 1 for 
small values of Z, which is the region in which the analysis by Reyn­
olds, et al., is least appropriate. 

The predictions for Nusselt number resulting from this analysis 
are compared in reference [12] with the predictions of Reynolds, et 
al. [1] and experimental data for air in terms of Nux/Nuf=o versus Z. 
The predictions for Nux/Nuf=o are in good agreement with the data 
in the region of applicability of the model. As indicated earlier, the 
simpler surface renewal based analysis can be relied upon for large 
values of Z (< 0.3) where the convective effects are small and T; can 
be approximated with reasonable accuracy. 
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Packed Bed Thermal Storage 
Models for Solar Air Heating 
and Cooling Systems 

P. J. Hughes,1 S. A. Klein,2 and D. J. Close3 

Nomenclature 
A = cross-sectional area of packed bed [m2] 
D = diameter of the packing material [m] 
h„ = volumetric heat transfer coefficient [kJ h r - 1 ° C _ 1 m - 3 ] 
L = length of the packed bed (in the flow direction) [m] 
m = mass flow rate of fluid [kghr - 1] 
NTU = huAL/rhCf [dimensionless] 
P = perimeter of the packed bed [m] 
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Introduction 
In order to simulate solar heating systems where air is the transfer 

fluid, an adequate model of the packed gravel bed energy store is re­
quired. One model of a packed bed thermal store can be obtained by 
solving the partial differential equations of the Schumann Model as 
described by Jakob [l].4 However, when these equations are solved 
as part of a long term simulation, the computing costs become unac-
ceptably high. This paper describes the development of a simple 
model, whose validity is demonstrated by comparing the long term 
behavior of a system incorporating both the complex and simplified 
packed bed models. 

System Description 
The system chosen for the investigation is similar to that proposed 

by Balcomb [2]. It has three modes of operation. Mode 1 occurs when 
solar energy is available for collection and there is a space heating load. 
Then room temperature air is drawn through the solar collectors, 
heated, and returned to the building. Mode 2 occurs when solar energy 
is available for collection at times when there is no space heating de­
mand. Air from the bottom of the packed bed is drawn through the 
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solar collectors, heated, and returned to the top of the storage unit. 
The hot air moving down through the bed heats the gravel resulting 
in sensible heat storage. Mode 3 occurs when no solar energy can be 
collected but there is a space heating load. Hot air is drawn from the 
top of the packed bed into the house, and room temperature air is 
returned to the bottom of the bed. In Modes 1 and 3, auxiliary energy 
from a conventional furnace may supplement the solar contribution. 

The Schumann Model 
The partial differential equations which describe the thermal 

performance of a packed bed with forced fluid flow are given in the 
following together with the assumptions required to derive them. Heat 
transport axially down the bed with no forced flow is an unimportant 
mechanism unless the bed is heated from below as in Katto, et al. [3]. 
Since flow through the bed is arranged so that generally higher tem­
perature gravel is at the top of the bed, this situation will not be 
considered. If it is assumed that: 

1 the bed material has infinite conductivity in the radial direction 
and the fluid is in plug flow; 

2 the bed material has zero conductivity in the axial direction; 
3 no fluid phase, axial dispersion, or conduction takes place; 
4 the system has constant properties; 
5 no mass transfer occurs; 
6 no heat losses to the environment occur. 

Then the equations describing the system can be written, 

f)T" 3T 
ApfCfi — = -mCf— + huA(Tb - T); 

a$ ax 

APbCb{l-e)~ = huA(T-Tb) (1) 
30 

An additional assumption, justified for the air-gravel packed beds 
normally used in solar air systems, is that of zero thermal capacitance 
of the fluid. Equations (1) can then be simplified to 

— — = NTU(T* - T); — / - = NTU(T - Tb) (2) 
s(x/L) 3(6 IT) 

Applicability of the Schumann Model to Air-Gravel 
Packed Beds 

The first three assumptions listed previously can be modified by 
using the approach suggested by Jeffreson [4]. A modified NTU, or 
NTUC can be defined, which includes effects due to large Biot num­
bers (accounting for temperature gradients in the gravel) and large 
Peclet numbers (accounting for axial conduction and dispersion). The 
value of NTUc can be estimated using the relation proposed by Jef­
freson; 

1 _ D | (l + Bi/5) 

NTUC L(Pe) NTU 

NTU can be estimated using either the correlation for /i„ reported 
by Lof and Hawley [5], or the correlation from Dunkle and Ellul [6]. 
When used in the Schumann model equations, Jeffreson shows by 
comparing predictions of packed bed behavior with experimental 
results, that the modified NTU or NTUC adequately accounts for 
these additional effects. 

Concerning assumption 4, it is reasonable to assume that material 
properties are constant over the range of temperatures encountered 
in most solar energy thermal systems. The assumption of no mass 
transfer is correct for beds of nonadsorbing solids such as glass 
spheres, but gravel will experience a combined heat and vapor transfer 
process when exposed to air-water vapor mixtures. Close, et al. [7] 
have observed experimentally the increased storage capacity effect 
which mass transfer causes in air-gravel systems. In most well-de­
signed solar heating and cooling systems, increased storage capacity 
can only improve system performance. Since the saturation water 
content of gravel is only approximately 0.03 kg/kg, it was considered 
justifiable to avoid the added complication required to consider this 
mechanism, especially since ignoring the mass transfer effect yields 
conservative estimates of system performance. 
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quired. One model of a packed bed thermal store can be obtained by 
solving the partial differential equations of the Schumann Model as 
described by Jakob [l].4 However, when these equations are solved 
as part of a long term simulation, the computing costs become unac-
ceptably high. This paper describes the development of a simple 
model, whose validity is demonstrated by comparing the long term 
behavior of a system incorporating both the complex and simplified 
packed bed models. 

System Description 
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solar energy is available for collection and there is a space heating load. 
Then room temperature air is drawn through the solar collectors, 
heated, and returned to the building. Mode 2 occurs when solar energy 
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solar collectors, heated, and returned to the top of the storage unit. 
The hot air moving down through the bed heats the gravel resulting 
in sensible heat storage. Mode 3 occurs when no solar energy can be 
collected but there is a space heating load. Hot air is drawn from the 
top of the packed bed into the house, and room temperature air is 
returned to the bottom of the bed. In Modes 1 and 3, auxiliary energy 
from a conventional furnace may supplement the solar contribution. 

The Schumann Model 
The partial differential equations which describe the thermal 

performance of a packed bed with forced fluid flow are given in the 
following together with the assumptions required to derive them. Heat 
transport axially down the bed with no forced flow is an unimportant 
mechanism unless the bed is heated from below as in Katto, et al. [3]. 
Since flow through the bed is arranged so that generally higher tem­
perature gravel is at the top of the bed, this situation will not be 
considered. If it is assumed that: 

1 the bed material has infinite conductivity in the radial direction 
and the fluid is in plug flow; 

2 the bed material has zero conductivity in the axial direction; 
3 no fluid phase, axial dispersion, or conduction takes place; 
4 the system has constant properties; 
5 no mass transfer occurs; 
6 no heat losses to the environment occur. 

Then the equations describing the system can be written, 

f)T" 3T 
ApfCfi — = -mCf— + huA(Tb - T); 

a$ ax 

APbCb{l-e)~ = huA(T-Tb) (1) 
30 

An additional assumption, justified for the air-gravel packed beds 
normally used in solar air systems, is that of zero thermal capacitance 
of the fluid. Equations (1) can then be simplified to 

— — = NTU(T* - T); — / - = NTU(T - Tb) (2) 
s(x/L) 3(6 IT) 

Applicability of the Schumann Model to Air-Gravel 
Packed Beds 

The first three assumptions listed previously can be modified by 
using the approach suggested by Jeffreson [4]. A modified NTU, or 
NTUC can be defined, which includes effects due to large Biot num­
bers (accounting for temperature gradients in the gravel) and large 
Peclet numbers (accounting for axial conduction and dispersion). The 
value of NTUc can be estimated using the relation proposed by Jef­
freson; 

1 _ D | (l + Bi/5) 

NTUC L(Pe) NTU 

NTU can be estimated using either the correlation for /i„ reported 
by Lof and Hawley [5], or the correlation from Dunkle and Ellul [6]. 
When used in the Schumann model equations, Jeffreson shows by 
comparing predictions of packed bed behavior with experimental 
results, that the modified NTU or NTUC adequately accounts for 
these additional effects. 

Concerning assumption 4, it is reasonable to assume that material 
properties are constant over the range of temperatures encountered 
in most solar energy thermal systems. The assumption of no mass 
transfer is correct for beds of nonadsorbing solids such as glass 
spheres, but gravel will experience a combined heat and vapor transfer 
process when exposed to air-water vapor mixtures. Close, et al. [7] 
have observed experimentally the increased storage capacity effect 
which mass transfer causes in air-gravel systems. In most well-de­
signed solar heating and cooling systems, increased storage capacity 
can only improve system performance. Since the saturation water 
content of gravel is only approximately 0.03 kg/kg, it was considered 
justifiable to avoid the added complication required to consider this 
mechanism, especially since ignoring the mass transfer effect yields 
conservative estimates of system performance. 
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The assumption of zero thermal losses to the environment can be 
relaxed hy including an energy loss term in the equations. With this 
addition, equations (2) hecome 

aT, UPL -- = N I'Ue(Th - T) + -- (Tenv - T); 
,1(x/L) mCr 

aT 
_b_ = NTUc(T - Tb) (4) 
a (l1!r) 

gquations (4) can be solved using a standard finite difference ap­
proximation suggested by Hausen p] and used by Balcomb [2]. 

The Simulation Model 
A simulation model of the solar air heating system was formulated 

using equations (4) for the thermal storage component, and relations 
describing tbe collector and load as given in reference [8]. The simu­
lation model has heen used to estimate the long-term thermal per­
formance of the solar air heating system. Each simulation was sup­
plied with hour by hour meterological data for an average year in 
Madison, chosen in the manner described in [8]. 

Sensitivity of System Performance to NTU c 

The sensitivity of the long-term performance of solar air heating 
systems to the parameter NTUe , has been investigated using system 
simulations for the average Madison year. The results, presented as 
the ratio of the fraction of the yearly heating load supplied by solar 
energy to that supplied if NTUc becomes infinitely large, appear in 
Fig. 1. The cross-hatched area in Fig. 1 indicates that, at low values 
of NTUc> the correlation presented is a function of other system de­
sign parameters such as the air flow rate, the volume of the packed 
bed, the collector parameters, and the ratio of the collect.or to load size. 
In particular, a change in any system parameter which increases the 
energy losses from the collector, either by increasing the average 
collector temperature or the collector overall loss coefficient, will tend 
to reduce the ordinate in Fig. I at low values of N1'U r . A range of 
practical values of the system parameters were used in the con­
struction of Fig. I. Air flow rates per unit collector area were varied 
hetween 22 and 88 kg hr- 1 m-2• The packed hed volumes per unit. 
collector area ranged between 0.125 and 0.5 m3 m- 2. Air heaters 
having one, two, and three glass covers and with both selective and 
nonselec(.ive absorber plate surfaces were considered. Ratios of the 
collector to load size were selected so that the air heating system 
supplied from 21) to 75 percent of the yearly space heating load. As 
a result, it. is expected that the crosshatched area in Fig. 1 includes 
most practical system dm;igns. 

The significance of the asymptotic behavior illustrated in Fig. I 
becomes apparent when it is recognized that the value of NTUc for 
many practical system designs is much greater than ten. For these 
systems, an accurate value of the volumetric heat transfer coefficient, 
hu, is not required in order to estimate the long-term system perfor­
mance. Considering the uncertainty in heat transfer coefficient data 

Journal of Heat Transfer 

discussed by Barker (9], this is indeed fortunate. 
In order to investigate the location dependence of the conclusion 

represented in I<'ig. 1, the same sensitivity study has heen repeated 
using one year of hour by hour weather data for each of the following 
locations: Boulder, Colorado; Blue Hill, Massachusetts; Alhuquerque, 
New Mexico; and Charleston, South Carolina. The insensitivity of 
long-term solar air heating system performance to the parameter 
NTUc (shown in Fig. 1) has been found to he location independent. 

Development of the Infinite NTU Model 
The asymptotic dependence of system performance upon NTUc 

suggests that the Schumann model equations are needlessly complex 
if NTUc is sufficiently large. In fact, a model in which NTUc is as­
sumed to be infinitely large will provide an accurate estimate of 
long-term thermal performance of the packed bed for most practical 
systems. Using the same assumptions employed in the development 
of the Schumann model, a packed hed model for infinite NTUc can 
be developed from an energy halance on a differential element of the 
bed in the flow direction. The result is 

aT itT UPL 
--= -L-+--(Tcnv - T) 
a(lI/r) ax mer 

(5) 

Instead of two coupled partial differential equations as required hy 
the Schumann model, the packed hed model for infinite NTUc is a 
single partial differential equation, since as NTUe hecomes infinitely 
large, the packing material and air temperatures at any point in the 
hed become identical. Equation (5) can be solved approximately using 
finite difference methods. 

It should he noted that an infinite NTUc model for a system with 
constant properties, will always retain complete separation between 
temperature fronts passing through the bed. In the single blow case 
a front is sharp or square with aT/ax either zero or infinity. The finite 
difference approximation to the infinite NTUc model reintroduces 
smearing of temperature fronts, hence the term infinite NTUc refers 
to the source of the model rather than its behavior. 

The accuracy of this finite difference method depends upon the 
choice of N, the numher of isothermal segments in the bed. As N is 
increased, the accuracy of the solution method improves, but. at the 
expense of additional calculation effort. In order to det.ermine a 
practical value of N, the results of simulat.ions of many system designs 
for various values of N have heen compared with the result.~ ohtained 
using the Schumann model with NTUc '"' 25. It has heen found that 
the infinite NTUc model with N '"' 5 present.~ a reasonahle compro­
mise between accuracy and calculation effort. 

Conclusions 
By examining the long-term performance of a number of systems 

with various collect.or and store sizes and collector mass now rates, 
system performance is shown to be insensitive to values of NTUc 

greater than ten. This is an important conclusion since most practical 
stores have properties corresponding to an NTlJc which is much 
greater than ten. Consequently the simple model of a gravel hed based 
on an infinite NTUc, is adequate for reasonable gravel hed designs. 
As a result, the high computing costs associated with the solution of 
the Schumann model equations can be avoided. 
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B J t l J diicunion 

I Heat and Mass Transfer 
From Freely Falling Drops1 

E. Porter.2 Authors employ the analogy between heat and mass 
transfer in order to relate the mass-transfer coefficient ho to the 
sensible-heat-transfer coefficient h. They are then able to determine 
h in the dimensionless form of the Nusselt number by measuring the 
combined heat transfer due to sensible and evaporative modes. This 
may lead to error because the evaporative-transfer mode usually 
dominates and the relation between heat and mass transfer is not 
exactly known for the present case. 

Indeed, the specific form of the analogy employed by the authors 
in their dimensionless groups following equation (6) and in equation 
(8) does not appear to be appropriate for the present case. The form 
used is based on 

ho_ _hodkc_p_ _ Sh D 

h D hdkc Nu apCp 

hD _ Sh Le 

h Nu pcp 

being taken as 

— (authors) = 
h pcp 

which requires 

Sh 
— (authors) = 1 
Nu 

This form of the analogy applies where Nusselt and Sherwood 
numbers are independent of Prandtl and Schmidt numbers, respec­
tively, such as for pure diffusion where Nu = Sh = 2. Note that this 
is the leading term in the Ranz-Marshall correlation (5a) and (56). 
However, in the present case convection dominates, and it is more 
appropriate to utilize the well-known empirical relation for laminar 
and turbulent flows over a wide range of geometries3 

which corresponds to the second terms in the Ranz-Marshall equa­
tions. In this case 

hD _ Le2'3 

h pcp 

as compared with Le/(pcp) used by the authors in their equation (8). 
In the present case Le > 1, and so the heat exchange due to mass 

transfer is over predicted and the calculated Nusselt number is under 
predicted. Because of the dominance of the evaporative mode, Tusselt 

1 By S. C. Yao and V. E. Schrock, published in the Feb. 1976 issue of the 
JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 98, pp. 
120-126. 

2 Assoc. Professor, Illinois Institute of Technology, Chicago, 111. Mem. ASME. 
3 Sherwood, T. K., Pigford, R. L., and Wilke, C. R., Moss Transfer, 

McGraw-Hill, New York, Section 5.3,1975. 

number is effectively divided by Le1//3. Fortunately, Le = 0(1), and 
so the error is not large. Nevertheless, we estimate a reduction by 
about 7 percent. This may explain part of the correction factor g ap­
plied to the Ranz-Marshall relation for x/d £: 150. 

Actually, in most cooling-tower work the assumption of psychro-
metric ratio hKpCphn) = 1 (Le = 1) is made, and combined heat and 
mass transfer is determined solely from the total heat (Carrier's sigrna 
function) which is a function only of the adiabatic-saturation tem­
perature. However, some recent work is directed toward separate 
computations on both modes.4 

It may be desirable to perform experiments such as those of the 
present authors where the drops would be collected and weighed in 
addition to temperature measurement. This may allow measurement 
of both sensible and evaporative transport and evaluation of the ap­
propriate analogy. 

W. E. Dunn.5 I found the paper by Yao and Schrock quite inter­
esting. However, my analysis suggests an alternative and equally 
plausible explanation of the apparent discrepancy between the au­
thors' data and the Ranz-Marshall correlation. 

I have plotted their data for 3-mm drops versus time in Fig. 1. The 
error bars shown are based on the authors' estimate that the data are 
accurate to ±0.1°C. There are several key features of this plot that 
warrant comment. 

First, to emphasize that the drop spends roughly the same time 
inside the thermal cavity as it does falling, I have taken the origin of 
the time axis as the instant at which the drop begins to form and not 
the instant at which it begins to fall. The time spent inside the cavity 
is calculated from the frequency of drop production (2 s _ 1 from Yao 
[21]) and the time (0.09 s) required for a 3-mm drop to fall through 
the 4-cm height of the thermal cavity. Unfortunately, the first data 
point was not taken until roughly 0.7 s after formation began (outside 
the thermal cavity). 

Second, the solid lines in Fig. 1 show calculations based on the 
Ranz-Marshall correlation but matched with the temperature mea­
sured at the first data point. The agreement here is quite good. 
Therefore, I conclude that the Ranz-Marshall correlation is adequate 
after the first 0.6 s of a drop's life. In their analysis Yao and Schrock 
assume that the drop loses no heat in the thermal cavity and suggest 
that it follows a temperature history like that shown by the dotted 
line of Fig. 1. This reasoning leads to the conclusion that the Nusselt 
number is initially very large (as indicated by the large slope of the 
dotted curve). Yao and Schrock further state that this enhanced 
cooling is due to oscillation and other dynamic effects not accounted 
for by the Ranz-Marshall correlation. Although I acknowledge that 

4 Yadigaroglu, G., and Pastor, E. J-., "An Investigation of the Accuracy of the 
Merkel Equation for Evaporative Cooling Tower Calculations," AIAA Paper 
No. 74-765, ASME Paper No. 74-HT-59, July, 1974. 

5 Department of Mechanical and Industrial Engineering, University of Illinois 
at Urbane-Champaign, Urbane, 111. Assoc. Mem. ASME. 
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such enhancement is indeed possible, I would submit that the drop 
could equally well follow a temperature history like that shown by the 
dashed line, cooling at a somewhat slower, but still nonzero, rate 
within the thermal cavity. I would argue further that it is impossible 
to determine from these data alone what factors in what proportions 
are responsible for the observed increase in cooling over the Ranz-
Marshall correlation. Moreover, due to very complex nature of the 
processes involved, theoretical analysis is of little value here. The only 
way to satisfactorily determine the role of dynamic effects is through 
a very precise experimental study of the cooling that takes place in 
the first few centimeters of fall. This is, of course, a very difficult ex­
periment. Finally, I would suggest that a falling distance of 3 m is 
probably too small to determine whether an increase in internal re­
sistance can significantly reduce cooling during the late stages of the 
life of the drop. 

In summary, I would conclude from these observations that the 
Ranz-Marshall correlation well represents the trend of the data in the 
range of 0.2-3 m, and that the data are insufficient to draw hard-
and-fast conclusions concerning either the very early or the very late 
stages of a drop's life. 

Authors' Closure 

The authors are grateful to Porter and Dunn for their discussions 
which contribute to the understanding of this problem. In most 
cooling-tower work the analogy between heat and mass transfer is 
employed. Porter estimated the error as 7 percent. Yadigaroglu and 
Pastor6 conducted systematic study of the comparison of results based 
upon the Merkel equation and the exact formulation for a cooling 
tower heat exchanger problem. As to their finding, the error depends 
on operation conditions and is about 4-7 percent with the Merkel 
equation giving larger cooling range. But this error will not affect the 
evaluation of the correction factor g. The g factor, which is less than 
1 for x/d > 100, fits the data adequately. This does not imply that the 

transfer coefficient from the drop is less than predicted by Ranz-
Marshall correlation. The g factor compensates for the overprediction 
by the complete mixing model while actually internal circulation is 
developing within the drop at x/d > 100. 

Porter suggests to relate the mass transfer to the mass change in 
the drop. It will be a very hard task to measure the change of weight 
of 3-6-mm dia drops which undergo temperature change no larger 
than 3°C, even by assuming that all the cooling is due to evaporation. 

In response to Dunn, in the present experiment the temperature 
at the drop generator needle was seen to be within 0.03°C of the 
thermal cavity temperature. Also the drop temperature measured in 
a small cup at the mount of the cavity (while it partially blocks the 
opening of the cavity) is in good agreement with the needle temper­
ature. The water temperature in the calorimeter was maintained at 
about 0.11°C higher than the drop temperature measured in the 
dewar to compensate for the evaporative cooling of the water in the 
dewar. The differential was chosen on the basis of a simple analysis 
which assumed that the drops entering the calorimeter entrain about 
six times their own volume of air. Thus the cooling of crops in the 
cavity and in the dewar was prevented approximately. 

The first location for measurement of the drop temperature is 17.7 
cm from the needle, which is about 44 dia for 4-mm drops. In this 
falling range strong oscillations of large drops were observed. The 
augmentation of heat transfer estimated by using the formulas of 
Scanlan [24] gave reasonable comparisons as suggested by the pro­
posed correction factor g in this falling range. Nevertheless, as sug­
gested in the present paper, further investigation on the augmentation 
of heat transfer by large oscillations in drop shape is needed. 

In the range 60 < x/d < 600 the internal circulation of large drops 
is developing. The proposed correction factor gives 1.5-0.3 times the 
Ranz-Marshall transfer coefficient in the falling range investigated 
in our experiment. The procedure chosen to explain this behavior and 
the empirical fit of experimental data is of course not the only possible 
one as shown by Dunn. However, it provides a systematic approach 
for further understanding of the transient internal circulation upon 
drop heat transfer. 

I Nucleation Site Activation in 
Saturated Boiling1 

J. J. Lorenz,2 B. B. Mikic,3 and W. M. Rohsenow.3 In nuclea-
tion experiments with individual cavities, the authors found that the 
photographically measured cavity radii were equal to those deter­
mined from the following well-known nucleation criteria: 

(1) 
= 2aTsV,g 

" h!e AT 

where p is the effective radius of nucleation. Experiments were pet-
formed with water only. The authors then suggested that a unique 
description of the cumulative nucleation site distribution for a given 
surface could be given by N/A versus equation (1). 

In an earlier study of the effects of surface conditions on boiling 
characteristics, we performed nucleation experiments with both water 
and organics [4, 5, 6].4 In our nucleation experiments with water, we 
obtained results similar to those of the authors', i.e., that the photo-

6 Yadigaroglu, G., and E. Pastor, "An Investigation of the Accuracy of the 
Merkel Equation for Evaporative Cooling Tower Calculations," ASME Paper 
No. 74-HT-59. 

'By M. Shoukri and R. L. Judd, published in the Feb. 1975 issue of the 
JOURNAL OF HEAT TRANSFER, TRANS, asme, Series C, Vol. 97, pp. 
93-98. 

2 Argonne National Laboratory, Argonne, 111. 
3 Massachusetts Institute of Technology, Cambridge, Mass. 
4 Numbers in brackets designate Additional References at end of discussion. 
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such enhancement is indeed possible, I would submit that the drop 
could equally well follow a temperature history like that shown by the 
dashed line, cooling at a somewhat slower, but still nonzero, rate 
within the thermal cavity. I would argue further that it is impossible 
to determine from these data alone what factors in what proportions 
are responsible for the observed increase in cooling over the Ranz-
Marshall correlation. Moreover, due to very complex nature of the 
processes involved, theoretical analysis is of little value here. The only 
way to satisfactorily determine the role of dynamic effects is through 
a very precise experimental study of the cooling that takes place in 
the first few centimeters of fall. This is, of course, a very difficult ex­
periment. Finally, I would suggest that a falling distance of 3 m is 
probably too small to determine whether an increase in internal re­
sistance can significantly reduce cooling during the late stages of the 
life of the drop. 

In summary, I would conclude from these observations that the 
Ranz-Marshall correlation well represents the trend of the data in the 
range of 0.2-3 m, and that the data are insufficient to draw hard-
and-fast conclusions concerning either the very early or the very late 
stages of a drop's life. 

Authors' Closure 

The authors are grateful to Porter and Dunn for their discussions 
which contribute to the understanding of this problem. In most 
cooling-tower work the analogy between heat and mass transfer is 
employed. Porter estimated the error as 7 percent. Yadigaroglu and 
Pastor6 conducted systematic study of the comparison of results based 
upon the Merkel equation and the exact formulation for a cooling 
tower heat exchanger problem. As to their finding, the error depends 
on operation conditions and is about 4-7 percent with the Merkel 
equation giving larger cooling range. But this error will not affect the 
evaluation of the correction factor g. The g factor, which is less than 
1 for x/d > 100, fits the data adequately. This does not imply that the 

transfer coefficient from the drop is less than predicted by Ranz-
Marshall correlation. The g factor compensates for the overprediction 
by the complete mixing model while actually internal circulation is 
developing within the drop at x/d > 100. 

Porter suggests to relate the mass transfer to the mass change in 
the drop. It will be a very hard task to measure the change of weight 
of 3-6-mm dia drops which undergo temperature change no larger 
than 3°C, even by assuming that all the cooling is due to evaporation. 

In response to Dunn, in the present experiment the temperature 
at the drop generator needle was seen to be within 0.03°C of the 
thermal cavity temperature. Also the drop temperature measured in 
a small cup at the mount of the cavity (while it partially blocks the 
opening of the cavity) is in good agreement with the needle temper­
ature. The water temperature in the calorimeter was maintained at 
about 0.11°C higher than the drop temperature measured in the 
dewar to compensate for the evaporative cooling of the water in the 
dewar. The differential was chosen on the basis of a simple analysis 
which assumed that the drops entering the calorimeter entrain about 
six times their own volume of air. Thus the cooling of crops in the 
cavity and in the dewar was prevented approximately. 

The first location for measurement of the drop temperature is 17.7 
cm from the needle, which is about 44 dia for 4-mm drops. In this 
falling range strong oscillations of large drops were observed. The 
augmentation of heat transfer estimated by using the formulas of 
Scanlan [24] gave reasonable comparisons as suggested by the pro­
posed correction factor g in this falling range. Nevertheless, as sug­
gested in the present paper, further investigation on the augmentation 
of heat transfer by large oscillations in drop shape is needed. 

In the range 60 < x/d < 600 the internal circulation of large drops 
is developing. The proposed correction factor gives 1.5-0.3 times the 
Ranz-Marshall transfer coefficient in the falling range investigated 
in our experiment. The procedure chosen to explain this behavior and 
the empirical fit of experimental data is of course not the only possible 
one as shown by Dunn. However, it provides a systematic approach 
for further understanding of the transient internal circulation upon 
drop heat transfer. 

I Nucleation Site Activation in 
Saturated Boiling1 

J. J. Lorenz,2 B. B. Mikic,3 and W. M. Rohsenow.3 In nuclea-
tion experiments with individual cavities, the authors found that the 
photographically measured cavity radii were equal to those deter­
mined from the following well-known nucleation criteria: 

(1) 
= 2aTsV,g 

" h!e AT 

where p is the effective radius of nucleation. Experiments were pet-
formed with water only. The authors then suggested that a unique 
description of the cumulative nucleation site distribution for a given 
surface could be given by N/A versus equation (1). 

In an earlier study of the effects of surface conditions on boiling 
characteristics, we performed nucleation experiments with both water 
and organics [4, 5, 6].4 In our nucleation experiments with water, we 
obtained results similar to those of the authors', i.e., that the photo-

6 Yadigaroglu, G., and E. Pastor, "An Investigation of the Accuracy of the 
Merkel Equation for Evaporative Cooling Tower Calculations," ASME Paper 
No. 74-HT-59. 

'By M. Shoukri and R. L. Judd, published in the Feb. 1975 issue of the 
JOURNAL OF HEAT TRANSFER, TRANS, asme, Series C, Vol. 97, pp. 
93-98. 

2 Argonne National Laboratory, Argonne, 111. 
3 Massachusetts Institute of Technology, Cambridge, Mass. 
4 Numbers in brackets designate Additional References at end of discussion. 
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graphically measured cavity radii were equal to those calculated from 
equation (1). However, our nucleation results with organics were quite 
different than those with water. It was found that for the same set of 
cavities employed in the water nucleation experiments, the effective 
radii of nucleation as calculated from equation (1) were considerably 
less than previously calculated for water. Thus, for a given cavity the 
value of p as determined from equation (1) is not unique but depends 
upon the particular fluid.5 Using a model incorporating Bankoff s 
vapor trapping hypothesis, this difference in nucleation behavior was 
attributed to fluid-surface contact angle differences between water 
and organics. For certain cavities dynamic effects also play an im­
portant role. Only for very deep cylindrical cavities, which are gen­
erally not produced on real surfaces by common finishing procedures, 
are the influence of contact angle and dynamic effects insignificant, 
and hence the effective radii the same for water and organics. 

Our data for the cumulative nucleation site density on a given 
surface were consistent with our studies of individual cavities. Fig. 
1 clearly shows that equation (1) does not correlate the data for water 
and organics. By extending our model for individual nucleation sites, 
this behavior was also explained in references [4,5] as a contact angle 
effect. All three organics have nearly the same fluid-surface contact 
angles and consequently fall on a single curve. Water has a relatively 
large contact angle and at a given p value more sites are active. 

Thus, the author's conclusions concerning the nucleation behavior 
of a particular surface must be restricted to water only. No generali­
zations can be made to arbitrary fluids. 

Additional References 
4 Lorenz, J. J., "The Effects of Surface Conditions on Boiling Character­

istics," PhD thesis, Department of Mechanical Engineering, MIT, Dec. 1971. 
5 Lorenz, J. J., Mikic, B. B., and Rohsenow, W. M., "The Effect of Surface 

Conditions on Boiling Characteristics," Heat Transfer 1974, Vol. IV, Pro­
ceedings of the 5th International Heat Transfer Conference, Tokyo, Japan. 

6 Lorenz, J. J., Mikic, B. B., and Rohsenow, W. M., "A Gas Diffusion 
Technique for Determining Pool Boiling Nucleation Sites," JOURNAL OP 
HEAT TRANSFER, TRANS. ASME, Series C, Vol. 97, No. 2, May 1975, pp. 
317-319. 

7 Griffith, P., and Wallis, J. D., "The Role of Surface Conditions in Nucleate 
Boiling," Chem. Eng, Progress Symp. Series, Vol. 56, No. 30, pp. 49-63. 

5 This directly contradicts the results of Griffith and Wallis [7] who claimed 
that a single dimension is sufficient to characterize a cavity. Employing equation 
(1) their data for water and organics fell on a single curve. In reference [4] it was 
shown that the data of Griffith and Wallis is suspect because in performing the 
experiments, a subcooled bulk temperature was maintained in order to facilitate 
bubble counting. As a result of the subcooling, air was able to diffuse into the 
system at the upper surface. It is expected that the presence of this dissolved 
gas altered the nucleation process in such a way as to fortuitously indicate a 
unique effective radius of nucleation. In our nucleation experiments a saturated 
bulk temperature was maintained in order to eliminate this problem. 
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Fig. 1 Cumulative nucleation site densities, reference [5] 

Authors' Closure 

The authors wish to express their thanks to Lorenz, Mikic, and 
Rohsenow for their relevant comments. The authors agree that the 
parameter group [2aTsVfg/h;gAT] represents the effective radius of 
nucleation p rather than the cavity mouth radius rc. The agreement 
obtained between the cavity radius and those predicted by the pa­
rameter group in the case of water is due to the large contact angle of 
water which caused the ratio (p/rc) to approach unity. 

This fact has been recognized and accounted for in a recently 
published paper by the authors,6 in which (plrc) was assumed to be 
function of both the contact angle 8 and the cavity conical angle \p, i.e., 
(p/rc) = f(S, f). In this paper the data for boiling of five different or­
ganic fluids on a glass surface were used to assess the Mikic and 
Rohsenow model.7 Only the slope of boiling characteristic curve as 
predicted by the model was found to agree with the experimental data. 
However, upon introducing the function (p/rc) = f(6, >p), good agree­
ment was obtained when this function was set equal to 0.83 to account 
for the small contact angle of the organic fluids. 

6 Judd, R. L., and Shoukri, M., "Nucleate Boiling on an Oxide Coated Glass 
Surface," JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 
97, Aug. 1975, p. 494. 

7 Mikic, B. B., and Rohsenow, W. H., "A Correlation of Pool Boiling Data 
Including the Effect of Heating Surface Characteristics," JOURNAL OF HEAT 
TRANSFER, TRANS. ASME, Series C, Vol. 91, May 1969, p. 245. 
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Addendum 

"Laminar Free Convection Over Two-Dimensional and Axisymmetric Bodies of Arbitrary Contour," by F. N. Lin and B. T. Chao, 
JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 96,1974, pp. 435-442. 

In the above referenced paper, we made a comparison of the local 
heat transfer results calculated by our procedure for isothermal, 
horizontal circular cylinders in air with those obtained by the Gor-
tler-type series developed by Saville and Churchill.1 The comparison 
was not as satisfactory as that obtained for the Blasius-type series. 
Recently, we re-examined the analysis of Saville and Churchill and 
discovered two sources of errors that could be held responsible for the 
discrepancy. It is the purpose of this letter to make these errors known 
to our readers. 

(a) Equation (17) of the Saville-Churchill paper should read: 

*<«=;-^(s)©">+-
The factor 2\/*2 was inadvertently left out. 

(b) The expression for T'(o) given on p. 397 should read: 

Ti (o) = +0.03226 Kx 

instead of 

Ti (o) = -0.03226 Kx. 

When these errors are corrected, the numerical data listed in Table 
1 and under the heading "Gortler-type Series" of our paper be­
come: 

</>, d e g . 

0 
10 
20 
30 
40 
50 
60 
70 
80 
90 
100 
110 
120 
130 
140 
150 

1st Term 

0.4402 
0.4396 
0.4376 
0.4343 
0.4295 
0.4234 
0.4158 
0.4068 
0.3963 
0.3842 
0.3703 
0.3546 
0.3367 
0.3163 
0.2928 
0.2649 

2nd Term 

0.0000 
0.0001 
0.0004 
0.0008 
0.0013 
0.0020 
0.0029 
0.0037 
0.0047 
0.0056 
0.0066 
0.0074 
0.0082 
0.0088 
0.0091 
0.0091 

Sum 
(Nu/Gr,/4) 

0.4402 
0.4397 
0.4380 
0.4351 
0.4308 
0.4254 
0.4187 
0.4105 
0.4010 
0.3898 
0.3769 
0.3620 
0.3449 
0.3251 
0.3019 
0.2740 

The "2nd Term" results differ from those originally listed not only 
in magnitude but, more importantly, also in sign. The corrected sum 
(Nu/Gr1''4) now compares more favorably with our result. 

1 Saville, D. A., and Churchill, S. W., "Laminar Free Convection in Boundary 
Layers Near Horizontal Cylinders and Vertical Axisymmetric Bodies," Journal 
of Fluid Mechanics, Vol. 29,1967, pp. 391-399. 
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